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Abstract—Forensic facial reconstruction is the application of
anthropology, art and forensic science to recreate the face of
an individual from his skull. It is usually done manually by a
sculptor with clay and is considered a subjective technique as it
relies upon an artistic interpretation of the skull features. In this
work, we propose a computerized method based on anatomical
rules that systematically generates the surface of the face through
a HRBF deformation procedure over a mesh template. Our main
contributions are a broader set of anatomical rules being applied
over the soft tissue structures and a new deformation method that
dissociates the details from the overall shape of the model.

Keywords-facial reconstruction; hrbf; detail transfer; human
identification; forensic anthropology; forensic science;

I. INTRODUCTION

In forensic science, human skeletal remains may be iden-

tified with methods of high accuracy like DNA analysis or

comparison with antemortem dental records. Sometimes, these

traditional means of identification may not be possible or prac-

tical due to several reasons (lack of antemortem information,

edentulousness, condition of the remains, cost etc). In these

cases, facial reconstruction can be used as a last resort for

positive identification or to narrow the search field.

In traditional facial reconstruction the first step is the addi-

tion of markers to indicate the depth of the tissue at specific

points (craniometric points) over a skull or skull replica. The

tissue depth data is usually obtained from a lookup table

defined from previous studies and based on ancestry, gender

and age. The muscles are then modeled with clay following

anatomical guidelines regarding their origins and insertions.

Finally, the skull is filled with clay until all the depth markers

have been covered. In this process, the face morphology is

determined by the artist employing different standards related

to the facial features [1]. Methodologies using digital models

usually rely on the same manual process using 3D modeling

tools.

The traditional methodologies (manual or digital) are very

time consuming and are prone to artistic subjectivity, whereas

an automatic computer methodology can be performed in just a

few minutes with reproducible deterministic results. The main

challenge regarding automatic methodologies is the adaptation

of the traditional guidelines to be applied in an automatic

manner inside a geometrically accurate environment.

Our goal in this work is to produce automatic facial re-

constructions with all the soft tissue structures without being
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biased toward predefined templates.

Contributions: The contributions of this work are

twofold. First, we adapt a broad set of anatomical rules,

giving them strict geometric interpretation so that they can

be computed and simultaneously applied. Second, we propose

a template deformation method that takes into account all the

anatomical rules over the soft tissue structures while suiting

them to the overall shape of the skull.

In addition, by allowing a combination of different method-

ologies, this work also contributes as a validation tool for the

techniques from the facial reconstruction literature, since it is

deterministic and thus free from human interpretation.

A. Related work

Computerized automation of the facial reconstruction has

been previously proposed in other works. Most of these

related works use craniometric points as a base for facial

reconstruction, however they employ different interpolation

and restriction techniques.

Pascual et al. [2] propose a method to interpolate the

position of the outer ends of virtual tissue depth markers

analogous to those used in the manual method. The result of

this method is a triangular mesh without soft tissue structures

like eyes, nose, ears and mouth. The lack of those structures

imposes an enormous difficulty on identification.

Vanezis et al. [3] propose the use of a database of fa-

cial templates from which a set of templates are selected

according to the skull anthropological criteria (age, gender

and ethnicity). The soft tissue points corresponding to the

craniometric points are marked on the templates. The selected

templates are then deformed so that their soft tissue points

match the corresponding estimated points from the skull given

the tissue depth data. In this way, the templates are adapted to

accommodate the skull. Nevertheless, the soft tissue structures

are not significantly modified biasing the results toward the

database’s templates.

Kahler et al. [4] also propose the deformation of a template

given the craniometric points restrictions. However, they per-

form a second deformation with additional reconstruction hints

by inserting anatomical rules regarding the nose and mouth.

They also create a virtual muscle layer that allows animations

of facial expressions. However, the muscles are added after

the face reconstruction, and thus are not used as restrictions

to model the face.

Hu et al. [5] propose a hierarchical dense deformation

of a global model and three local models (eyes, nose and

mouth) with a two-step fusion procedure to integrate the local

and global results smoothly. This related work is not based

on predefined craniometric points and thicknesses. Instead, it

uses a pair of template skull and template face with a dense

registration method to build a point-to-point correspondence

between them. The reconstruction is done by an iterative

method that adjusts the template skull to gradually approach

the input skull, using the point-to-point correspondence to

produce the face at the end.

Turner et al. [6] describe another method that is not based

on craniometric points and thicknesses. It relies on a CT

scans database of skulls and corresponding faces. For a new

questioned input skull, between 50 and 150 known skulls

from the database are deformed with a warping process to

approximate it. Then, the corresponding faces of the deformed

skulls are also deformed with the same warping process,

resulting in a set of possible faces for that skull shape. Through

a principal components analysis of all the deformed faces, it is

possible to find an average face as well as a set of eigenvectors

that spans the ”face-space”. These eigenvectors are variation

vectors that have statistical significance and can be applied

with different weights over the average face to reconstruct

faces with a statistically quantifiable likelihood of occurring

in the general population.

Duan et al. [7] proposes a partial least squares regression

(PLSR) based mapping from skull to skin in the tensor spaces

taking into account the age and body mass index (BMI)

attributes. The regression model is trained from a database

of 200 whole head CT scans on voluntary persons from

China. Using the regression model, a new skin surface can

be reconstructed from an input skull, an age and a BMI.

B. Technique overview

Our method begins with the manual identification of the

craniometric points on the skull. Then, the predefined thick-

ness of soft tissue for each craniometric point is used in

conjunction with the normals obtained from the skull model to

produce an initial set of target face points. This set is increased

with more points as each anatomical rule is applied. When all

the desired anatomical rules have been used, the final set of

target face points is achieved. For each point in the set of

target face points, there is a corresponding origin point in the

template face model. A HRBF surface is created from the

set of target face points and another from the set of origin

template points. The differences between the template and the

HRBF surface created from the set of origin template points

are then added to the HRBF surface created from the set of

target face points, thus yielding the final result of the facial

reconstruction.

II. CRANIOMETRIC POINTS RESTRICTION

To the best of our knowledge, there is no automated method

to identify the craniometric points. In fact, these points many

times have no geometrical hints, and are based solely on the

specialist’s experience and notion of anatomy. Therefore, an

expert is required to manually mark them on the virtual skull.

An application was developed to display and manipulate the

skull, allowing the expert to place markers over it’s surface.

The thickness (soft tissue depth) are manually inserted, but

they could also be automatically recovered from a given table

using some sort of identification for the points.

For each marked point on the skull’s mesh, a smoothed

normal vector is computed by averaging the normals of

neighboring vertices. Combining the normal vector with the

thickness of each point, a new point is defined, estimated to
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(a) Craniometric points with
thickness applied in the normal
direction

(b) Surface generated with
HRBF from displaced cranio-
metric points and normals

Fig. 3. Craniometric points restriction

lie on the face’s soft tissue (Fig. 3a). This process defines

the input of our method, that is, a set of points on the face

corresponding to the craniometric points.

From the position of those points and their normals on the

skull, an implicit surface could be readily generated using

HRBF [8] for example. Points can then be sampled from this

surface for visualization or mesh reconstruction. Nonetheless,

without the addition of anatomical rules, the result is a very

crude face without nose, ears, eyes or mouth (Fig. 3b),

unsuitable for recognition purposes. In order to add details,

the prior knowledge of how a human face looks like must be

defined apart from the input skull.

Fig. 4. Craniometric point (Table I) positions in frontal view and side view

III. CURVES RESTRICTION

A first attempt to add these missing structures was through

two-dimensional curves. The curves were obtained manually

from a profile image of a face, and defined as a Catmull-

Rom spline [9]. The points corresponding to the craniometric

points on soft tissue were marked on the image (Fig. 5a). By

matching the marked points of the curve with those already

calculated from the skull, the best position and orientation of

(a) Curve
acquisition

(b) Curve adap-
tation

(c) Reconstruction with addi-
tional profile curve restriction

Fig. 5. Curves restriction

the curve in relation to the skull is retrieved. The curve is then

deformed as rigidly as possible using a moving least squares

approach [10] for an exact fit (Fig. 5b).

Sample points of the adapted curve are taken and their

normals evaluated. The adapted curve points are then fed to the

HRBF surface generation together with the other points from

the soft tissue (Fig. 5c). Even though it is a clear improvement

from the bare HRBF reconstruction, apart from the profile

curve, it is hard to define other curves over the face that are

easily traceable and identified over the skull. Even more, the

adapted curve seems to not provide sufficient details necessary

for identification.

IV. ANATOMICAL RESTRICTIONS

To improve the quality of the result, even more anatomical

knowledge must be fed to the system. However, one must

be extremely cautious not to bias the result towards the

features of the extra input information. In order to lessen this

issue, a series of anatomical rules were surveyed from the

facial reconstruction literature in order to add new restrictions

computed from the input skull itself.

Most anatomical rules make reference to some anatomical

planes. The most important planes are the Frankfurt plane,

which separates the head into superior and inferior parts, the

Midsagittal plane, which separates the head into left and right

parts, and the Coronal plane, which separates the head into

anterior and posterior parts. It is important to note that these

three planes are orthogonal to each other. In order to use

them on the following rules, they must be defined relative

to the skull. This is accomplished by defining the Frankfurt

plane as the plane containing the left suborbital point, the

left porion point and the right porion point. The Midsagittal

plane is then defined as the plane orthogonal to the Frankfurt

plane containing the prostion point and the bregma point.

Finally, the Coronal plane is defined as the plane orthogonal

to the Frankfurt plane and orthogonal to the Midsagittal plane

containing the left porion point. (Fig. 6)
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TABLE I
SUMMARY OF THE CRANIOMETRIC POINTS USED

Point name Use Skin Thickness (mm)
* non-Brazilian values

1 Supraglabella Skin thickness 5.27
2 Glabella Skin thickness 6.07
3 Nasion Skin thickness, Nasal profile (Rynn et al., Prokopec et al.) 7.37

4 Rhinion
Skin thickness, Nasal tip curve,

3.27
Nasal profile (Rynn et al., Prokopec et al., Two tangent)

5 Prostion / Supradentale Skin thickness, Midsagittal plane, Nasal profile (Prokopec et al.) 9.72
6 Infradentale Skin thickness 9.36
7 Chin-lip fold / Supramentale Skin thickness 10.64
8 Gnation / Mental eminence Skin thickness, Lip fissure level 10.13
9 Subgnation / Menton Skin thickness 7.38
10 Frontal eminence (bilateral) Skin thickness 5.00
11 Supraorbital (bilateral) Skin thickness 8.12
12 Suborbital (bilateral) Skin thickness, Frankfurt plane 6.35
13 Inferior malar (bilateral) Skin thickness 20.68
14 Lateral orbit (bilateral) Skin thickness 9.57
15 Zygomatic arch (bilateral) Skin thickness 9.45
16 Supraglenoid (bilateral) Skin thickness 13.23
17 Gonion (bilateral) Skin thickness 14.42
18 Supra M2 (bilateral) Skin thickness 24.83
19 Occlusal line (bilateral) Skin thickness 22.28
20 Sub M2 (bilateral) Skin thickness 23.26
21 Lateral glabella (bilateral) Skin thickness 5.9 *
22 Lateral nasal (bilateral) Skin thickness, Nasal tip curve 4.8 *
23 Mid lateral orbit (bilateral) Skin thickness 4.7 *
24 Mid masseter (bilateral) Skin thickness 16.7 *
25 Supra canina (bilateral) Skin thickness 10.2 *
26 Sub canina (bilateral) Skin thickness 9.3 *
27 Mental tubercule anterior (bilateral) Skin thickness 9.2 *
28 Mid mandibular (bilateral) Skin thickness 9.5 *
29 Porion (bilateral) Frankfurt plane, Coronal plane N/A
30 Bregma Midsagittal plane N/A
31 Acanthion / Nasospinale Nasal profile (Rynn et al., Two tangent) N/A
32 Subnasal / Subspinale Nasal profile (Rynn et al.), Lip fissure level N/A
33 Lateral piriform margin (bilateral) Nasal width (Hoffman et al., 5/3 rule) N/A
34 Medial orbital margin (bilateral) Eyeball position, Palpebral fissure width N/A
35 Supra orbital margin (bilateral) Eyeball position, Palpebral fissure width N/A
36 Lateral orbital margin (bilateral) Eyeball position, Palpebral fissure width N/A
37 Infra orbital margin (bilateral) Eyeball position, Palpebral fissure width N/A
38 Posterior lateral orbital margin (bilateral) Eyeball position, Palpebral fissure width N/A
39 Superior central incisor (bilateral) Dental arch curvature, Philtrum width N/A
40 Superior lateral incisor (bilateral) Dental arch curvature N/A
41 Superior canine (bilateral) Dental arch curvature, Mouth width (Stephan et al.) N/A
42 Superior first premolar (bilateral) Dental arch curvature N/A
43 Superior second premolar (bilateral) Dental arch curvature, Mouth width (Lebedinskaya et al.) N/A
44 Infraorbital foramen (bilateral) Mouth width (Stephan et al.) N/A

A. Nose

With the regressions presented by Rynn et al. [11], the

nasal length, nasal height and nasal depth can be com-

puted from the nasion-acanthion, rhinion-subspinale and the

nasion-subspinale distances yielding the nose tip point and

the subnasal point positions. Alternatively, the two tangent

method [12] can be used to adjust the nasal tip, which showed

better results in some cases. Yet a third approach may be used

to define the entire nasal profile from the shape of the piriform

aperture [13].

In conjunction with these three methods, the nasal width can

be calculated from the lateral margin of the piriform aperture

with either the addition prediction formulas or multiplication

prediction formulas as described by Hoffman et al. [14] or the

5/3 rule [15].

Davy-Jow et al. [16] states that the nose tip curvature

mimics the curvature of the superior portion of the nasal

aperture when the head is tilted upward so that the pronasale

point is superimposed over the rhinion point. We implemented

a generalization of this rule by obliging the nose tip curvature

to be a scaled version of the curvature of the superior portion

of the nasal aperture for any specific tilt angle (which is

reduced to the previous case with a scale value of one for

the pronasale-rhinion superimposition). Within the scope of

the generalized rule, the best results were obtained when the

rhinion point was superimposed over the nasion point.

B. Eyes

The eyeball positions as well as the canthi positions were

calculated from the margins of the orbital cavity keeping
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Fig. 6. Anatomical planes: Frankfurt plane (blue), Midsagittal plane (red)
and Coronal plane (green)

the proportions of the average values given by Stephan et

al. [17] [18].

The average value of the height of the palpebral fissure is

10.2mm [19], the inferior palpebral margin should touch the

iris while the superior palpebral margin should cover 2mm of

the iris [20]. These three restrictions can be easily met at the

same time by placing the superior palpebral margin 4.1mm

over the pupil and the inferior palpebral margin 6.1mm under

the pupil, thus setting the iris diameter to 12.2mm, which is

in the high end of its range [21].

C. Mouth

For the mouth, the lip fissure was placed at a distance of

the subnasal point equal to 31,2% of the distance between the

subnasal and gnation points [22].

The mouth width can be obtained from formulas based on

the length of the arc between the two premolars [23], on the

length of the arc between the two superior canines [24] or on

the distance between the two infraorbital foramen [18]. This

width can be imposed as an euclidean distance or over an arc.

The upper and lower lip thickness can be predicted from the

height of the upper and lower incisors [25]. The cupid’s bow

shape can be defined from the average central bow angle [26]

coupled with the width of the philtrum, which can be estimated

from the distance between the central incisors [27].

D. Ears

No methodological proposal was found to reconstruct the

ear from the skull. Therefore, average measures for the width

and length of the ear as well as the width and height of the

ear lobe were used [28].

E. Reconstruction configuration

To select which combination of anatomical rules will be

applied, a configuration screen was created inside our appli-

cation. It is also in this screen that the gender and ethnicity

are set. The Table II displays a summary of the options.

TABLE II
SUMMARY OF THE RECONSTRUCTION OPTIONS

Template

Gender
• Male
• Female

Ethnicity
• Caucasoid
• Negroid
• Mongoloid

Nose

Nasal Width
• 5/3 rule [15]
• APF [14]
• MPF [14]

Nasal Profile
• Linear regression [11]
• Two tangents [12]
• Profile points [13]

Nasal Tip Curve
• Nasal aperture curvature [16]
• Generalized

Eyes
Eyeball Position • Ocular orbit proportions [18]

Palpebral Fissure Width • Ocular orbit proportions [17]
Palpebral Fissure Height • Average [19] [20]

Mouth

Lip Fissure Level • 31.2% subnasal-gnation [22]

Mouth Width
• Premolar distance [23]
• Intercanine distance [24]
• Foramen distance [18]

Lip Thickness • Incisor heights [25]
Cupid’s Bow Angle • Average [26]

Philtrum Width • Incisors distance [27]

Ears

Ear Length • Average [28]
Ear Width • Average [28]

Ear Lobe Width • Average [28]
Ear Lobe Height • Average [28]

V. TEMPLATE RESTRICTIONS

Even with the addition of the extra points from the anatom-

ical restrictions, there isn’t enough sampling information for

a proper facial reconstruction. One alternative is to use a

template mesh for each soft tissue structure (nose, ear etc...),

which is placed, oriented and deformed to match the restric-

tions outlined above. Points and normals from the meshes are

then sampled and fed to the HRBF algorithm (Fig. 7). By

adding only the necessary pieces of templates we minimize

the bias towards the input structures. The downside is that

by separately placing these meshes, the way that the soft

tissues structures are connected to each other are not entirely

respected (the eye balls with the eye lids, the eye lids with the

nose, the nose with the mouth and so on). The way they are

linked is important and it is difficult to geometrically specify

where one structure ends and another begins.

Fig. 7. Reconstruction with nose mesh restriction
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Therefore, instead of separate meshes, a full template model

is employed (Fig. 10a, Fig. 11a, Fig. 12a). On one hand,

by limiting the result to be a deformation of this template

model, we can ensure that the result will resemble a human

face. On the other hand, the risk of getting biased results is

much greater. Hence, all the previous anatomical restrictions

are applied and a detail transfer approach is used to guarantee

that the template model will suffer enough modifications to

achieved an as unbiased as possible result.

As a matter of fact, with the complete model for the

face there are no gaps on the surface to be covered and

the HRBF algorithm can be replaced by a simpler MLS

deformation [10]. One needs only to assign the soft tissue

points on the template corresponding to the craniometric points

and the extra anatomical restrictions. Nonetheless, the use of

MLS proved inappropriate as the deformations end up being

very local, eventually introducing points of high frequency

(sharp edges) and still being significantly biased towards the

overall shape of the template (Fig. 10b, Fig. 11b, Fig. 12b).

To restore the smoothness necessary to represent a human

face and avoiding biased results, a detail transfer based on

the HRBF deformation is proposed. Two implicit surfaces are

produced: one from the points calculated from the input skull

to be the target (Fig. 8b) and one from the corresponding

points picked on the template model to be the origin (Fig. 8a).

These surfaces can be seen as basic low-frequency structures

of the faces, i.e., lacking details. The details from the template

model are stored as difference vectors from the points on

the template mesh to the HRBF surface. These detail vectors

are then transferred to the skull’s HRBF surface to restore

the facial restrictions (Fig. 9). This detail transfer procedure

automatically adapts the soft tissue structures to the overall

shape of the input skull and preserves the template mesh

topology.

To produce an HRBF surface, as opposed to an RBF surface,

a normal vector must be provided for each interpolation point.

To produce the origin HRBF surface, the normals of the

template mesh are used, since it is a simplification of this

mesh. For the target HRBF surface, ideally the subject skin

normals would be used. However, this information is not

available for the reconstruction. The normals of the template

mesh are skin normals, but not of the subject, while the

normals of the input skull are particular to the subject, but the

skull normal may not be related to the skin normal depending

on the region. Bearing this in mind, the skull normal was used

where the skin thickness was small enough so that the skin

normal was related to the skull normal (skin thickness smaller

than 5 mm), otherwise, the template normal was used.

Note that the detail transfer procedure alone is not enough

to achieve plausible results. Fig. 14 shows a reconstruction

with the anatomical restrictions left aside. In this case the

deformation is unable to adapt the specificities of the soft

tissue structures to the skull.

(a) Template (left half) and
origin HRBF from template
(right half)

(b) Detail transfer result (left
half) and target HRBF from
skull (right half)

Fig. 8. HRBF face approximation for detail transfer

Fig. 9. The detail (black) over the smooth HRBF surface (grey) being
transferred to the other smooth HRBF surface

VI. RESULTS

Our test subjects underwent CT scans and had their faces

scanned to produce input skulls models and corresponding

ground truths. With the help of a professional in the field of

forensic medicine, a set of 57 craniometric points were marked

for each skull. The thicknesses entered were average measures

for Brazilians [29] and a few non-Brazilian measures [30]. The

exact thickness values used are displayed at the Table I.

The method described in this work produced very accurate

results as one may evaluate from the real scanned face

(Fig. 10d, Fig. 11d, Fig. 12d) of the test subjects. However, the

use of a template suitable for the gender, age and ethnicity is

still required. An example of bad template usage can be seen

in Fig. 13.

(a) An african negroid male
template

(b) Result for the caucasoid
male test subject (Fig. 10d)

Fig. 13. Ethnicity limitation
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(a) Caucasoid male template (b) Template deformed with
MLS

(c) Template deformed with de-
tail transfer over HRBF

(d) Scanned face of the cauca-
soid male test subject

Fig. 10. Template, deformations and scanned face comparison for caucasoid male

(a) Caucasoid female template (b) Template deformed with
MLS

(c) Template deformed with de-
tail tranfer over HRBF

(d) Scanned face of the cauca-
soid female test subject

Fig. 11. Template, deformations and scanned face comparison for caucasoid female

VII. CONCLUSION AND FUTURE WORKS

In this work a wide series of anatomical rules from the

facial reconstruction literature were translated into geometri-

cal restrictions to enhance the anatomical knowledge of the

system. Our novel HRBF detail transfer method for facial

reconstruction provides a smooth surface while at the same

time preserving the topology of the template mesh. The

dissociation between detail and overall shape presented by our

deformation method significantly reduces the bias towards the

template.

Our first informal tests led to successful identification of the

subjects. However, broader and more rigorous tests must still

be conducted.

The automatic reconstruction only takes a few seconds,

being a major advantage over any manual method. However,

the manual placement of the craniometric points can be time

consuming. Therefore, the creation of guides or computational

aids for this part of the process would be a big improvement

regarding its usability. In this work we only addressed the

geometry of the reconstructed face and thus the visual quality

of our result could be enhanced with the use of rendering

techniques such as skin, hair and eye shaders. Also, new

restrictions could be added to adapt the soft tissue structures

of the template to the skull even further.

Fig. 14. Caucasoid template (Fig. 10a) deformed for the caucasoid male test
subject (Fig. 10d) with detail transfer over HRBF without anatomical rules.
It still meets the craniometric constraints perfectly
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(a) Negroid male template (b) Template deformed with
MLS

(c) Template deformed with de-
tail tranfer over HRBF

(d) Scanned face of the negroid
male test subject

Fig. 12. Template, deformations and scanned face comparison for negroid male
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