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A associação entre fluidos e tensores pode ser observada em algumas situações

práticas, como em ressonância magnética por tensores de difusão ou em escoamento

permeável. Para fins de simulação, tensores podem ser usados para restringir o es-

coamento do fluido ao longo de direções espećıficas. Este trabalho visa explorar esta

relação tensor-fluido e propor um método para controlar o escoamento usando um

campo de tensores de orientação. Para atingir nossos objetivos, nós expandimos a

formulação matemática que governa a dinâmica de fluidos para alterar localmente

o momento, defletindo o fluido para trajetórias desejadas. Tomando como base

abordagens clássicas para simulação de fluidos em computação gráfica, o método

numérico é alterado para acomodar a nova formulação. Controlar o processo de

difusão pode também ajudar na visualização de campos tensoriais, onde frequente-

mente busca-se detectar e realçar caminhos de interesse. Os experimentos realizados

mostram que o fluido, induzido pelo campo tensorial subjacente, percorre trajetórias

significativas, resultando em um método que é numericamente estável e adequado

para fins de visualização e animação.
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The association between fluids and tensors can be observed in some practical

situations, such as diffusion tensor imaging and permeable flow. For simulation

purposes, tensors may be used to constrain the fluid flow along specific directions.

This work seeks to explore this tensor-fluid relationship and to propose a method

to control fluid flow with an orientation tensor field. To achieve our purposes, we

expand the mathematical formulation governing fluid dynamics to locally change

momentum, deflecting the fluid along intended paths. Building upon classical com-

puter graphics approaches for fluid simulation, the numerical method is altered to

accomodate the new formulation. Gaining control over fluid diffusion can also aid

on visualization of tensor fields, where the detection and highlighting of paths of

interest is often desired. Experiments show that the fluid adequately follows mean-

ingful paths induced by the underlying tensor field, resulting in a method that is

numerically stable and suitable for visualization and animation purposes.
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Chapter 1

Introduction

Fluids have been a recurring research topic in the computer graphics field for the last

couple of decades. Works focused on various kinds of fluids can be encountered in

the literature: water, smoke, viscous fluids, turbulent fluids, non-Newtonian fluids,

and so on. Many works also focus on secondary fluid phenomena, like bubbles or

wave formation, or on the interaction of fluids and solids. The available literature on

the subject is quite extensive and spans across many different areas, with the level

of strictness of the employed methods depending on the problem being attacked. In

solving engineering problems, for example, care must be taken about the physical

accuracy of these simulations. Usually, these works are interested in devising meth-

ods to predict the behavior of fluids in real scenarios. This poses a serious challenge

for researchers, due to the complexities involved in accurately simulating fluid flow.

Also, fluid simulations are significantly costly in terms of processing.

Instead of exploring robust approaches for creating physically accurate simula-

tions, many works sacrifice physical realism to produce fluid animations with in-

teresting visual results. These fall on a different category of methods, which try

to emulate physical behavior by combining physics with artificial solutions. With-

out the restrictions imposed by more rigorous applications, these physically inspired

methods allow one to disconsider some physics-related parts of the simulations.

However, this does not necessarily reduce the complexity of the whole process, since

coupling physical and non-physical mechanisms is a delicate procedure.

This kind of combined approach is suitable for visual effects applications. For

instance, fluid dynamics could be tweaked in order to keep the fluid contained to a

specific path or to make it converge to a predetermined shape. This would enable

the animator to produce fluid-like objects and animation sequences. In this context,

methods for controlling fluid motion become relevant.

Despite the seeming artificiality of these control mechanisms, the idea of a con-

strained or directed fluid flow can be observed in certain real scenarios. For example,

in diffusion tensor imaging, tensor fields obtained from DT-MRI, a magnetic reso-
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nance imaging technique, describe the flow patterns of water inside organic tissue.

These diffusion tensors represent the probability of water flowing in specific direc-

tions. Interestingly, if we look into porous media flow, tensors are also present as

the permeability, which is a measure of the medium telling how much fluid can flow

through the pores. So, given this relationship between fluid flow and tensors, a nat-

ural question arises: would it be viable to use tensors to control and direct a fluid

along paths of interest? How can we provide a straightforward way of simulating

anisotropic transport in an easy-to-use and stable manner?

This thesis focuses on exploring the association of fluid dynamics and tensor

fields. Our focus is on a special category of tensors defined by WESTIN et al. [4],

namely the orientation tensors. These are symmetric positive semidefinite rank-2

tensors usually related to covariance estimations. Tractography methods often use

this kind of tensor to detect fibrous structures in diffusion tensor fields from MRI

procedures. The main objective is to understand how the multivariate nature of

tensors may affect fluid behavior during simulation and how it can help on tackling

the problem of modeling anisotropic diffusion. This problem has been investigated

by physics researchers, such as in [3]. To achieve our purposes, we seek to adapt a

common fluid simulation method first proposed by STAM [5], by customizing the

mathematical model behind it so that the tensor information is used to locally alter

fluid momentum. We also propose a new discretization for the basic simulation steps

of Stam’s approach in order to reflect the adapted equations. Finally, we want our

method to enable the production of fluid-like animations by designing tensor fields

suited to the needs of the user.

What we really want to demonstrate in this work is that tensors can be success-

fully used to control fluids, whether it be for simulation or animation applications.

Even though the tensor concept is not well known to the general public, modeling

tensor fields for that purpose is a feasible approach, since their design can be auto-

mated. Potential users are not required to have any knowledge about tensors. For

example, an interface could be provided so that the user would be able to specify a

set of curves or surfaces used as basis for the tensor field generation.

Although the idea of constructing tensor fields for controlling fluids may sound

too animation-oriented, it helps us in more general contexts. Take as an example

the area of tensor field visualization. Fluid motion could be used as a catalyst for

perception. Taking into consideration that tensors can be associated with diffusion,

colinear and coplanar structures could be highlighted by introducing fluid motion

on the tensor field and observing its flow patterns. Regions with more prominent

diffusion would be perceived more emphatically by a human observer, due to the

natural sensitivity of our visual system to motion. Tensor fields containing real

data, though, tend to be very noisy and, consequently, are difficult to visualize. So,
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designed tensor fields can be useful as a controlled scenario for evaluating the tensor

effect on fluids. By inserting tensor information into the fluid simulation, we add

uncertainty to flow direction, allowing us to evaluate how a tensor can alter fluid

flow.

We can summarize the main contributions of this thesis as follows:

1. a system of partial differential equations whose solution lead to a tensor-based

customized description of fluid flow,

2. a stable numerical method for the aforementioned system of equations,

3. a method that allows for constructing tensor fields aimed at controlling fluids,

4. a method potentially applicable to the visualization of diffusion tensor fields.

Although we propose a flexible method, applicable both to simulations and an-

imations, we do not concern about strict physical accuracy in this work, since our

problems of interest are mainly visual (animation and tensor field visualization). We

are focused on producing interesting animations and on correctly recognizing impor-

tant information in tensor fields. A more accurate method could possibly enhance

the results, especially in the visualization case, but this is not a requirement. For

visualization purposes, as long as we are able to highlight the relevant information

in the field, physical accuracy should not be a problem.

As it currently stands, the method here proposed is capable of successfully gener-

ating directed flow simulations for general 2D tensor fields and is somewhat capable

for 3D fields. The higher number of degrees of freedom in 3D may require additional

control mechanisms to keep the fluid contained to the tensor field region. In the

results section, we will discuss and present the issues related to the 3D simulations.

1.1 Related works

Fluid simulations, in general, are rather unpredictable. To be able to foresee fluid

behavior opens a huge array of possibilities. There is a profusion of works in liter-

ature intended on devising methods to control fluid flow in order to preset its final

configuration. The available approaches are very diverse, as are the applications

towards which they are aimed. In this section, the main advancements related to

the subject in hand are presented. Since this has been a topic of research for already

more than a decade, the list of related works is quite extensive. The bibliographical

survey performed here focused on categorizing trends and identifying seminal and

relevant works published across the years, as well as the most recent developments

regarding the subject. To the best of our knowledge, the main references are consid-

ered below. We divided this section into smaller subsections, each one dedicated to a
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specific area of research that is relevant to our work. Section 1.1.3 is not specifically

related to fluids, but represents an important part of this thesis.

1.1.1 Controlled fluid simulation

The work by STAM [5] is a classical reference when it comes to simulating fluids

using an Eulerian representation. The semi-Lagrangian advection introduced by

Stam results in an unconditionally stable method, which is still widely used as the

basis for many other works. Since its publication, many variations and improvements

to the method were proposed, such as in [6] and [7]. BRIDSON [8] revisits techniques

developed in many works published through the years, and although it does not set

itself as a complete survey of the field, it is a good reference for the current state

of fluid simulation developments in computer graphics. Also, a recent survey for

smoke simulation can be found in [9]. In this work, since we do not intend to

simulate complex fluids, we follow Bridson’s presentation of the basic algorithm

proposed by Stam.

Using fluids to produce controlled animations started with TREUILLE et al.

[10], which employed user-defined keyframe images to guide the simulation. A more

recent keyframe-based approach is available in [11], where stylized animations based

on hand-drawn artworks are produced by adapting two other techniques: regener-

ative morphing [12] and image melding [13]. These and other works, like [14], [15]

and [16], were target-driven. This means that the fluid followed arbitrary paths in

order to reach and form a pre-specified target shape. FATTAL e LISCHINSKI [17]

followed this pattern, but used external forces instead of keyframes to direct the

fluid. A similar approach was presented in [18], using a distance function as the ex-

ternal force. There are also some works, like [19], that employ methods to produce

high quality animations that are interactively edited by the user, in a process called

fluid sculpting.

The works mentioned above are mainly concerned with the final state of the fluid,

letting the fluid flow freely during the intermediate steps. Here, we are interested

in controlling fluid flow throughout the entire simulation. Most methods related to

this problem use external forces to restrict fluid flow to specific paths. In KIM et al.

[20], for example, a control force is defined to make the velocity field converge to a

speficied target flow. Guiding forces are also present in [21], where predesigned flow

patterns are used to control high-resolution and turbulent simulations by means of

a technique called Lagrangian Coherent Structure. In [22], control forces based on

a signed distance field are employed in order to control both path and shape at the

same time. There are also methods based on deformation of the underlying grid.

SATO et al. [23] allows the user to interactively deform the grid, and the velocity
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fields are adapted accordingly by applying a curl operator to scalar stream functions

obtained from the original velocity fields. A similar approach, using vector poten-

tials, is used in [24] to deform 3D flow. Both of these works produce deformed fields

without losing incompressibility. Interpolation of flow fields were also attempted in

[25] in order to generate incompressible fluid animations.

In our approach, fluid flow is controlled by tensor fields, which are interpreted as

an inherent part of the medium. The fluid in our simulations is not rigidly bound to

a path, as in typical force-based methods, nor is deformed by precomputed velocity

fields. Hence the use of the word deflection. We leverage on the probabilistic nature

of tensors to smoothly deviate fluid towards paths of interest. Similar rationale have

been used before in visualization contexts, where fluids are influenced by tensors to

follow specific paths, whether by altering viscosity and pressure [26] or by molding

advection and introducing tensor-based external forces [27]. In visualization of diffu-

sion tensor fields, certain paths are associated with fibers, which make highlighting

of these paths relevant. Many other works, not necessarily fluid-related, have been

proposed to tackle this complex problem. While visualization is not the focus of

our method, the model we propose may be adapted for that purpose. Section 1.1.3

deals with these works. In the next section, we discuss research made on anisotropic

diffusion, another important part of our proposal.

1.1.2 Anisotropic diffusion

Anisotropic diffusion is a challenging problem. Many physics researchers have pro-

posed solutions to this problem. This kind of diffusion is not rare in nature. It is

commonly observed in contexts such as porous media flow and heat conduction in

fusion plasmas. Viscosity is also an example of anisotropic process in fusion plas-

mas. The diffusion of a quantity is considered anisotropic when it changes according

to its direction. This means that diffusion may be larger in one direction than on

another.

A group of methods used to solve anisotropic diffusion is called the Mimetic Fi-

nite Difference (MFD) methods. Mimetic methods are usually focused on mimicking

properties of the continuous model of mathematical and physical systems, preserv-

ing them at the discrete level [28]. In [29], a discretization scheme is proposed to

deal with heat diffusion in magnetised plasmas, without recurring to aligned coordi-

nates, a necessity in the context of magneto-hydrodynamics. VAN ES et al. [3] tried

to replicate GÜNTER et al. [29]’s scheme accuracy properties for a discretization

performed in the direction of the strongest diffusion. The number of available MFD

methods is quite large, so a good reference for the interested reader is the review

article by LIPNIKOV et al. [30].
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Porous flow is also highly anisotropic. The permeability is defined by a sym-

metric tensor. Porous flow simulations is often used in reservoir simulation, for

example. A method commonly used in these cases is the two-point flux approxima-

tion (TPFA) finite-volume scheme [31]. This method uses two reference points to

approximate the flux. For simulations in non-orthogonal grids, the multipoint flux

approximation (MPFA) method is preferred. It presents good results in the presence

of diffusion tensor discontinuity, but generates a non-symmetric diffusion operator,

an issue solved later by AAVATSMARK [32]. Specifically for computer graphics,

LENAERTS et al. [33] propose simulating porous flow through a deformable ma-

terial by using the Smoothed Particle Hydrodynamics (SPH) method, considering

the pores macroscopically. Since it is a work focused on computer graphics applica-

tions, they are able to abstract from small details in order to obtain plausible porous

simulations with low computational effort.

In our work, we intend to deal with anisotropic diffusion by employing some

discretizations proposed by GÜNTER et al. [29] and discussed in [3]. Section 3.3

will discuss them in detail.

1.1.3 Tensor field processing

During the development of this thesis, the area of tensor field processing for vi-

sualization had an important role in our research. Although our focus is not on

visualization, we tried many ideas from works related to this subject. So, we pro-

vide in the following subsections an extensive review of the literature involving tensor

field visualization and tractography methods.

Tensor field visualization

Methods for visualizing tensor fields are extremely relevant in the context of diffusion

tensor imaging (often labeled as DTI). Through magnetic resonance, it is possible

to obtain diffusion patterns in organic tissue. The diffusion of water molecules

is limited by the cell membranes and by the presence of large protein molecules,

resulting in an anisotropic diffusion. The geometrical and physical properties of the

tissue also affect diffusion orientation, so that we can use the diffusion information

acquired from MRI to infer the structure of the tissue [34].

The simplest way of visualizing tensor information in MRI images is by map-

ping isolated scalar quantities onto the image itself, using some kind of shading

to represent the desired values. The quantities usually used in these visualizations

are anisotropy measures as the ones presented in Section 2.1.5. These were among

the first attempts on attacking the problem of visualization of tensor fields, seek-

ing to aid on interpretation of DTI images. VILANOVA et al. [34] discusses these
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and many other approaches that appeared in this first moment. Although simple

and easy to interpret, the extraction and separate visualization of these pieces of

information does not give much insight on connectivity relationships and diffusion

direction.

The same anisotropy measures mentioned above can be used in a volume ren-

dering scheme. Usually, this volume rendering approach is combined with other

elements, such as tensor glyphs, to convey more information [34]. Glyphs are graph-

ical representations of information. As for diffusion tensors, glyphs usually encode

information such as anisotropy and diffusivity through shape characteristics like size,

color and position, for instance. Different kinds of glyphs have been used in the past

for tensor visualization. Pierpaoli et al [35] and Laidlaw et al used ellipsoids. How-

ever, disadvantages associated with the use of this shape led the research community

to search for other kinds of glyphs to represent tensors. A common problem with

ellipsoids is ambiguity due to viewer position. Kindlmann [2] decided to employ

superquadrics instead, taking the positive characteristics of ellipsoids, but avoiding

its flaws.

The glyph-based techniques mentioned above fall into a category of methods that

approach the problem in a discrete fashion. They are very effective on displaying

local information, but they fail on portraying an accurate view of the entire tensor

field. Being able to capture a meaningful global view of the field can be very useful

in identifying colinear and coplanar structures. More specifically, in the case of

DT-MRI images, these structures are often associated with fibers. For this reason,

methods trying to map the connectivity between diffusion tensors are commonly

referred to as fiber tracking (or tractography) methods [34].

The main idea behind these tracking methods is to determine a set of continuous

paths through the field, starting from initial points called seeds and ending in regions

where certain stopping criteria apply. Usually, these seed points are defined by the

user, but there are also a number of publications focused on the development of new

methods for automatic generation of seeds [36–38]. The stopping criteria ensures

that the tracking will not continue in regions which are not of interest, such as

isotropic regions. Thus, a common way of defining a stopping criterion is by making

use of some anisotropy measure. The most straightforward way of tracking is to

use the main eigenvector of a tensor to guide the generation of the streamlines. As

regions of high anisotropy are commonly associated with location of fibers in DT-

MRI images [39, 40], a vector field can be extracted from the tensors and used to

guide the tracking procedure. The paths obtained, then, can describe these fibers

with a good amount of accuracy.

The FACT algorithm [41], which relies on the kind of approach discussed above,

is among the most used fiber tracking methods in the literature. Despite having
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being published several years ago, it is still widely used due to its simplicity, being

the standard tracking algorithm in some tractography toolkits [42]. The acronym

FACT stands for fiber assignment by continuous tracking. The algorithm connects

voxels in a discrete environment by tracking a continuous vector field instead of a

discrete one. This ensures that the correct voxels will be connected, which would

not be the case if the voxels were selected by simply observing the direction to

which tensors point in each voxel. Naturally, despite simple and efficient, FACT

has limitations, especially where it concerns resolution and direction determination.

The first one is associated with the imaging process itself, while the second one is

a direct limitation of the method, which cannot differentiate between afferent and

efferent fibers.

Delmarcelle and Hesselink [43] extended the basic idea of streamlines to what

they called a hyperstreamline. While streamlines are usually defined based on

partial tensor information (the most common piece of information used is the main

eigenvector), a hyperstreamline aims on encoding the full tensor information in

a continuous path. This is done by plotting the line along the main eigenvector

direction, but also expanding it laterally using the minor eigenvectors. The hyper-

streamline produced is then represented in the form of a tube or a helix, each one

having its own advantages and disadvantages in certain situations. Their method

can even visualize unsymmetric tensor fields by means of field decomposition.

Another attempt on tackling the tracking problem was made by WEINSTEIN

et al. [44], with the Tensorlines method. Differently from previous works, the

authors seek to maintain and stabilize the tracking through regions comprised of

isotropic tensors. These regions are often avoided in the hyperstreamlines method

by the employment of termination criteria. Obviously, the tensorlines method also

makes use of specific conditions to halt the tracking procedure, but it tries to pierce

through isotropic regions that may be associated with acquisition noise. In order to

make it possible, they devised two additional terms, which they refer to as advection

vectors, to be incorporated into the propagation equation. The probability that the

propagation will puncture through the planar and isotropic tensors is defined by an

user-specified parameter, which can be adjusted according to the dataset.

Some tracking algorithms make a distinction between linear and coplanar struc-

tures representations by defining streamsurfaces alongside streamlines. The idea

behind streamsurfaces is to provide a means of representing coplanar structures

more naturally. Diffusion in coplanar structures are better represented by surfaces

than by a set of aligned streamlines. ZHANG et al. [45] implement this idea by

visualizing connectivities in a DT-MRI brain image using streamtubes and stream-

surfaces. They also define some criteria to determine if a tube or surface should be

displayed, in order to reduce cluttering. Plus, anatomical landmarks are provided
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so physicians can have a better interpretation of the visualized structure. Another

similar work, presented in [46], uses streamsurfaces to identify regions of crossing

fibers. These methods were merely concerned in representing regions with planar

anisotropy as a continuous surface. However, no treatment of the anisotropy vari-

ation along each surface was considered. More recently, SONG et al. [47] proposed

visualizing anisotropy of diffusion on streamsurfaces through two different methods:

one using a merging ellipsoids technique, and another one using LIC (line integral

convolution) textures.

KONDRATIEVA et al. [48] proposed the usage of particle tracing on GPU in

order to achieve a dynamic visualization of the tensor field. They adapted a particle

engine designed to interactively visualize 3D flow [49] so it could be applied to DT-

MRI visualization. They based themselves in Weinstein’s work [44] to extract a

vector field from the tensors. For the rendering part, they use a number of different

visualization options, such as texture splats, streamlines and streamtubes.

Later, LEONEL et al. [50] also pursued a dynamic visualization through particle

tracing by developing an adaptive method, based on a series of user-defined param-

eters. These parameters are used to keep a priority list of locations where particles

should be inserted. The method takes into account not only tensor characteristics,

but also the user viewpoint, in order to determine which features should be high-

lighted in the field. Although it shows good results, the method is highly dependent

on the parameters. This requires that users have a previous knowledge of the field

to achieve interesting results. In an attempt to reduce parameter dependency and

improve the particle creation criterion, an extension to that work was presented

in [51]. This improved work uses multiresolution by decomposing the tensor field

in subsamples. The distance to the observer is used as a parameter to determine

the level of detail necessary for the presentation of tensors, reducing cluttering and

enhancing the visualization.

As stated in the introduction, this thesis is concerned with the problem of identi-

fying these regions of interest, but without the focus on visualization. Nonetheless,

the work here presented could be adapted to visualization purposes if needed. In

[27], for instance, a preliminary version of the developed method was used to visu-

alize synthetic tensor fields. Colinear structures were tracked through an Eulerian

fluid simulation approach. The method was also tested on real DT-MRI brain tensor

fields. Although quite capable for synthetic fields, the brain example required spe-

cific adjustments in order to obtain acceptable visualizations, due to discontinuities

commonly present in those kinds of fields.

Yet another, more recent, fiber tracking method is presented in [52]. The algo-

rithm, called EuDX, is a fast deterministic method which can satisfactorily handle

regions of fiber crossings. The authors argue that they can correctly identify these
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crossing fibers, assuming the reconstruction algorithm supports them. This tracking

method is part of the DIPY tractography library [53], which also includes a cluster-

ing method called Quick Bundles [54]. The idea of fiber clustering comes from the

knowledge that fibers are usually oriented as bundles in organic tissue. So, it makes

sense to search for similarities between adjacent fiber tracts in order to determine

these bundles. These methods are intimately related to fiber tracking approaches,

since most of them rely on tracking procedures to construct the bundles. In general,

clustering methods use distance and shape comparisons between fiber pairs in order

to achieve their goals. The next section presents a brief discussion about some of

these methods.

Fiber clustering

ZHANG e LAIDLAW [55] were among the first to deal with this subject. The au-

thors use an agglomerative hierarchical clustering method in order to cluster the

streamtubes [45] mentioned in the previous section. They define a simple crite-

rion based on distance for clusterization. Later, DING et al. [56] define a different

similarity measure between fibers by introducing the concept of a corresponding seg-

ment, which is based on a point-wise correspondence along portions of each fiber.

This measure is used to clusterize fibers using a hierarchical method similar to

the K-nearest-neighbors algorithm. They then calculate a number of quantifiable

properties which characterize each bundle, such as curvature, torsion and mean

diffusivity.

While DING et al. [56] try to model bundle geometry with a series of averaged

parameters, COROUGE et al. [57] seek to preserve local shape characteristics for

each curve in a bundle. The clustering itself is accomplished through the use of

alternative distance metrics, instead of the Euclidean metric used in previous works.

Bundles with low cardinality are considered outliers and thus discarded. The authors

focus on obtaining meaningful anatomical bundles for white matter tracts in brain

images.

WELDESELASSIE e HAMARNEH [58] adapt graph cuts to DT-MRI data in

order to find a global optimal solution for the task of segmenting DT-MRI images

into meaningful anatomical regions. The method depends on user input for defining

major constraints for the segmentation procedure. Although this method does not

rely on fiber tracking, it may be considered as a different approach for the identifi-

cation of fiber clusters.

Another work, presented by HLAWITSCHKA et al. [59], introduces a local co-

herence measure for fiber tracts based on deviations between neighboring tracts.

The Tensorlines method [44] is used to generate the fiber tracts in some of their

results. The coherence measure itself can be used as a scalar field for visualization.
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For a full three-dimensional view of the dataset, they use volume rendering with

a transparency mapping based on coherence values, naturally reducing noise and

clutter.

Usually, clustering results are dependent on a ground truth obtained via man-

ual classification [60]. On this matter, several works focused on developing methods

which could automatically determine anatomically correct clusters. DODERO et al.

[61] present an approach for automatically detecting bundles through a framework

called Dominant Sets. The authors argue that two specific characteristics of this

framework make it a good choice for the problem in hand. First, it is robust to

noise, and second, the inherent similarity of the data is the only information needed

for determining the number of clusters. They validate their method against both

synthetic and real datasets. ZHANG et al. [62], on the other hand, use a proximity-

based metric, just as in [57], to interactively identify bundles, aided by an expert,

generating a fiber bundle template. This template is then used to guide new cluster-

ings, allowing an automatic labelling procedure to take place. Their method labels

correctly major bundles, but is not very successful with smaller ones.

As already mentioned, recently GARYFALLIDIS et al. [54] published the Quick-

Bundles method for fiber clustering. The authors aspired to obtain a simple and

efficient method for generating clusters. In order to achieve this, the method does

not allow any reassignment to kernels or updating phases. They also developed

their own distance metric, which they call MDF (minimum average direct flip). The

algorithm also allows customization of the threshold parameter, making the cluster-

izations more or less simple. This may be used to reveal interesting features about

the dataset or to change the level of detail by splitting or merging bundles. The

method presents linear complexity in a best-case scenario.

Similarity metrics play a central role in these clustering methods. Thus, some

works have attempted to evaluate and validate these metrics and algorithms.

MOBERTS et al. [60] propose a framework to validate different clustering meth-

ods. They devised a measure which captures the difference between the established

ground truth and the obtained clusters. The measure was fine-tuned with the help

of physicians and then used to evaluate some clustering algorithms. SILESS et al.

[63], in a more recent work, compared the classical k-means algorithm with the

Quick Bundles [54] clustering method mentioned above using a metric called Point

Density Model. They also compared the most common distance metrics used in

fiber clustering methods.

As streamline visualization is useful not only to tractography, other works can

also be found in the literature focused on streamline clustering in different contexts.

As an example, YU et al. [64] presents a hierarchical method for clustering stream-

lines and simplifying visualization of three-dimensional flow fields, using similarity
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metrics based on neighborhood and geometry. Several other works can be found on

this matter. They will not be presented here, since they are outside the scope of our

work.

1.2 Organization

This thesis is organized in the following way: Chapter 2 discusses all the fundamental

concepts and methods used in the development of our work. We introduce the basics

of orientation tensors and tensor fields, as well as the theoretical background related

to fluid dynamics and fluid simulation for computer graphics. In Chapter 3, we

present our proposed deflection model for fluids based on tensor fields. We show

how the Navier-Stokes equations can be adapted to account for the tensor influence,

both in the continuous and discretized models, and a customized simulation method

is proposed. We then present our results in Chapter 4, comparing it to traditional

fluid simulation and discussing the limitations of our method. We finish this thesis

in Chapter 5, mentioning some different approaches that have been attempted and

projecting some possible future lines of work to further improve our developments.

12



Chapter 2

Fundamentals

2.1 Tensors

When we deal with physical quantities with an associated direction, we resort to the

concept of vectors to represent them. A vector, as a mathematical entity that has

magnitude and direction, is capable of representing quantities that are slightly more

complex than those that can be fully described by scalars. Some examples of vector

quantities include force, velocity, acceleration and eletrical field. Taking velocity as

example, if we imagine a vehicle travelling with a speed of 50m/s, this single piece of

information is not enough to fully describe the trajectory of the vehicle. Besides the

speed, which is the velocity magnitude, we need to specify towards which direction

the vehicle is moving. Hence, a vector is necessary to adequately represent the

velocity quantity.

However, in various situations, a vector may also be not enough. Some physical

quantities can vary in different directions, while still in the same position in space.

This means that, for a point (x, y) in a 2D Euclidean space, this kind of quantity may

have an associated value in x direction and a different value in y direction. Obviously,

a vector, having a single associated direction, will not be able to fully represent

this quantity. In this context, it becomes mandatory to use a more comprehensive

mathematical structure, capable of representing more information than a vector.

That structure is what we call a tensor.

This work deals with simulations involving tensor fields. In this section, we will

present the tensor concept and the definition of tensors fields. In particular, we will

discuss about the orientation tensor, which is the kind of tensor we are interested

here.
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2.1.1 Concept

A tensor is an abstract mathematical entity. It can be defined as a linear trans-

formation between vector spaces. It can also be understood as a generalization of

scalars and vectors. A scalar can be seen as a rank 0 tensor, while vectors are asso-

ciated to tensors of rank 1. The tensor rank determines its number of components.

A rank n tensor has 3n components. Rank 2 tensors, or second-order tensors, are

called dyadic tensors in tensor terminology [65]. The tensors we will be discussing

throughout this work fit in this category.

A second-order tensor possesses 32 = 9 components and it can be represented

by a 3 × 3 matrix. As mentioned before, tensors are especially useful to represent

quantities that vary in more than one direction for a single point. In the specific case

of a second-order tensor, there exist two associated directions. A classical example,

mentioned by [65], is the stress applied to an object. The relationship between force

and stress is given as:

F = T · A,

where T is the applied stress, A is the area over which the stress is applied and F

is the resulting force.

However, there isn’t only a single kind of stress. Whenever a stress is applied

to an object, there is a possibility that we have two kinds of stress acting on it: a

tensile stress, which produces a force component normal to the surface, and a shear

stress, which generates a tangential force. In order to S to embrace, simultaneously,

these two contributions in distinct directions, the solution is to use a tensor for its

representation. Thus, the previous equation assumes the following form:

dF = T · dA,

where dF and dA are vectors and T is a tensor. The stress was the first physical

quantity to be described as a tensor. The latin word for stress (tensus) is the origin

for the term[65].

2.1.2 Tensor-related quantities

Before we delve into specifics, let us first introduce some additional concepts and

quantities regarding tensors. There are a number of useful quantities for analyzing

a tensor characteristics. These quantities make up the fabric of several important

measures, such as the ones presented ahead in this section.

As mentioned before, tensors can be seen as a generalization of simpler mathe-

matical elements. Taking vectors as an example, we consistently make use of aux-

iliary vector-related opterations, such as a vector magnitude, its dot product or its
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cross product, just to name a few. Some of these are also available when we are

dealing with tensors.

Let us consider two second-order tensors T and U. We can define a dot product

between these two tensors. This product is a scalar invariant, i.e., it does not

depend on position or coordinate system orientation. Its mathematical definition is

presented below:

T : U =
3∑
i=1

3∑
j=1

TijUji. (2.1)

Notice that for symmetric tensors (the kind of tensors we are interested in this

work), we can disregard the order of the indices i and j for U in the summation

above. Similarly to vectors, the tensor magnitude can also be defined as the square

root of its dot product. Thus, taking symmetry into account, we obtain:

|T| =
√

T : T =

√√√√ 3∑
i=1

3∑
j=1

T 2
ij. (2.2)

The equation above defines the tensor magnitude in terms of its individual ele-

ments. We can also define the tensor norm in terms of its eigenvalues as follows:

||T|| = |λmax|, (2.3)

where λmax is the largest eigenvalue.

The eigenvalues can be used in many ways in order to analyze a tensor. In a

diffusion context, for example, the eigenvalues represent the principal diffusivities

[66]. They are also used to identify in a tensor its degree of anisotropy, which is the

dependence on direction observed in certain physical properties. Plus, by summing

them up, we obtain the trace of the tensor, which is also an invariant:

Tr(T) = λ1 + λ2 + λ3. (2.4)

The trace, as well as the other relations discussed so far, appear in the calculation

of many of the metrics we usually see in the literature. We will get a glimpse of

their usage when we discuss anisotropy metrics in Section 2.1.5.

2.1.3 Orientation tensors

Inividually, tensors can be easily described and analyzed. When looking at a tensor

field, however, the information of each individual tensor alone is usually not enough

to attain a meaningful understanding of the field. Identifying relations between dif-

ferent tensors may provide additional insight on the field. For instance, information
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like connectivity between tensors can be of significant value in some contexts.

In [4], a particular kind of tensor, namely the orientation tensor, is intro-

duced. This is a special case of a non-negative symmetric rank 2 tensor capable

of estimating orientations in a field, which makes it especially interesting for our

work. Additionally, these orientations allow for capturing the desired connectivity

information and establishing continuous paths along the field.

Mathematically, a local orientation tensor can be defined as follows:

B =
i=1∑
n

λieie
T
i , (2.5)

where λi are the eigenvalues and ei are the associated eigenvectors. Consequently, B

is a linear combination of rank-1 tensors formed by ei and eTi with a single non-zero

eigenvalue λi. The tensor eigenvectors define the principal directions of the tensor

and form an orthonormal basis. The tensor itself is a linear transformation that

amplifies a vector along the main axes ei according to eigenvalue λi.

The tensor fields we use here are initially normalized. We can, however, amplify

the tensor effect by scaling each tensor by a boosting factor, which we will refer to

as β. So, the tensor T we actually use throughout our simulations can be defined

as:

T = βB. (2.6)

In order to represent T in terms of its linear, planar and spherical features, a

decomposition of the equation above can be obtained in R3. Thus, T is now defined

as:

T = (λ1 − λ2)Tl + (λ2 − λ3)Tp + λ3Ts. (2.7)

The main benefit of this representation is we obtain an insight about the geomet-

rical characteristics of the tensor. By comparing its eigenvalues, we can determine

if a tensor is approximately linear or if its shape is closer to a sphere, for exam-

ple. Assuming λ1 ≥ λ2 ≥ λ3, if we have the first eigenvalue much greater than

the other two, then the tensor has an approximately linear shape. On the other

hand, if λ1 ≈ λ2 >> λ3, then we have a planar tensor. Finally, if all eigenvalues

are approximately equal, then the tensor shape tends to a sphere. Figure 2.1 shows

each kind of tensor with its respective geometric representation.

Determining these shapes is extremely relevant for applications in which ten-

sors represent local water diffusion. This kind of analysis can provide information

on diffusion direction. While linear and planar tensors have preferred directions

for diffusion, spherical tensors have no main orientation associated. Some metrics

are usually employed in order to correctly classify each tensor geometry. These

anisotropy metrics are presented in the next section.
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Figure 2.1: The geometric interpretation of tensors. According to their eigenvalues,
the tensors can be described as linear, planar or spherical.

2.1.4 Tensor fields

Let us now consider a set of orientation tensors disposed in a subset of the Euclidean

space. The concept is similar to the one used for vector and scalar fields. For each

point x in a subset S of Rn, there is a tensor T assigned. This forms what we call

tensor fields. Figure 2.2 shows some examples of fields, using glyphs (mentioned in

Section 1.1) to represent them.

Tensor fields can be generated in many ways. For example, they can be con-

structed directly from chosen mathematical relations, or they can be derived from

real data, like in diffusion magnetic resonance imaging. As explained in Section 1.1.3,

this is a process where images are produced by capturing the diffusion of water in

human tissue and encoding the information in a tensor. This procedure is highly

subject to noise, and tensor fields generated from it usually have poor resolution.

This complicates the task of correctly estimating individual tensors characteristics,

as well as identifying diffusion patterns across the tensor fiels. So, this motivated

the development of metrics for minimizing these issues, which will be addressed in

the next section.

In our work, tensor fields are interpreted as an inherent part of the medium,

naturally influencing a fluid flowing through the region. This will be discussed in

detail when we get to our method, in Chapter 3.
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(a) (b)

(c) (d)

Figure 2.2: Examples of tensor fields: (a) 2D tensor field generated from 3 reference
points; (b) a helical tensor field available at [1]; (c) a DT-MRI brain field; (d) a
tensor field constructed for the Bunny geometry. Glyphs as defined in [2] were used
for the representation of each individual tensor.

2.1.5 Anisotropy metrics

There are a wide array of metrics available in the literature for extracting relevant

information about anisotropy in a tensor field. Some of these metrics consider indi-

vidual tensors, while others use knowledge about some neighborhood of a tensor. In

this section, a small subset of these metrics is presented. The anisotropy coefficients

are the most basic ones. They are present in a multitude of fiber tracking tech-

niques, since they encode essential information about each tensor in a field. Some

other more complex metrics are also presented. These play a supporting role for the

correct functioning of our method.

WESTIN et al. [4] proposes a set of geometric measures in order to determine

the shapes described in the previous section. These measures are based on the

eigenvalues of the diffusion tensor. They provide the ability of determining a tensor’s
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degree of anisotropy. This anisotropy is mapped by the use of three coefficients: a

linear, a planar and a spherical one.

The cl coefficient measures linear anisotropy. These are tensors that may be

geometrically interpreted as an elongated ellipsis, or a cylinder. This means that,

if we have any kind of information flowing through a field composed mainly of this

kind of tensor, this information will likely follow a line passing through these tensors.

In certain regions of a field, however, the information will not follow a linear path.

It may choose more than one direction instead, while still restricted to a nearly

bidimensional diffusion. In this case, we have a planar tensor, which is identified

by the cp coefficient. Its geometrical interpretation is that of a disk. When the

information is able to flow in any direction, with no restrictions at all, we then

have a region composed mainly of isotropic tensors, or spherical tensors. These are

represented by the cs coefficient.

It is important to note there is no such thing as a purely linear, planar or spherical

tensor in a field constructed from real acquired data. Each tensor has a predominant

direction, which is determined by analyzing the values of each relationship. The

more linear a tensor is, the higher will be its cl value. The same applies to cp and cs.

These three coefficients sum to 1, and they are calculated by using the eigenvalues

extracted from the tensor matrix. By comparing the eigenvalues of a tensor, we

can identify its shape. If the first eigenvalue λ1 is much greater than the other two,

we have a predominantely linear tensor. If λ1 and λ2 have approximate values and

both are much greater than λ3, we have a predominantely planar tensor. And if no

significant distinction exist between the three eigenvalues, then the tensor is mostly

isotropic. The mathematical definition of each coefficient is presented below:

cl =
λ1 − λ2

λ1 + λ2 + λ3

cp =
2(λ2 − λ3)

λ1 + λ2 + λ3

cs =
3λ3

λ1 + λ2 + λ3

Another metric commonly used in fiber tracking methods is the fractional

anisotropy (FA). It describes variation between diffusion in different directions. The

FA index is calculated by dividing the magnitude of the anisotropic part of a ten-

sor by the magnitude of the full tensor. So, in order to present the mathematical

expression for this index, we need to first obtain the expression for the anisotropic

part.

Any tensor T can be decomposed into two separate tensors: an isotropic one and

an anisotropic one [66]. The isotropic tensor is defined as the multiplication of the

mean diffusivity of T by the identity tensor I. If we recall the already mentioned
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meaning of the eigenvalues in a diffusion context, we can define the mean diffusivity

as:

D =
Tr(T)

3
=
λ1 + λ2 + λ3

3
(2.8)

The anisotropic part TA of T, given by TA = T − DI, is called the diffusion

deviatoric or diffusion deviation tensor. This name derives from the fact that Ta

measures how much T deviates from the isotropy. Using Equation 2.2, its magnitude

can be defined as:

|TA| =
√

TA : TA =

√√√√ 3∑
i=1

3∑
j=1

(Tij −DIij)2 (2.9)

By applying Equation 2.8 and taking symmetry into consideration, we can rep-

resent TA in terms of T eigenvalues, as discussed in [66]. With a bit of additional

algebraic manipulation, we obtain the following expression for the magnitude of TA:

|TA| =
√

TA : TA =

√
1

3
((λ1 − λ2)2 + (λ2 − λ3)2 + (λ3 − λ1)2) (2.10)

With Equation 2.10 in hand, we can finally present the fractional anisotropy. This

index measures how much of the magnitude of T is associated with anisotropic

diffusion. The equation for FA, as introduced in [66], follows:

FA =

√
3

2

|TA|
T

=

√
1

2

(
(λ1 − λ2)2 + (λ2 − λ3)2 + (λ3 − λ1)2

λ2
1 + λ2

2 + λ2
3

)
(2.11)

Another similar index, called the relative anisotropy (RA), can also be defined

using the magnitudes presented earlier. However, this index computes the ratio of

the magnitudes of the anisotropic and isotropic parts, instead of using the full tensor

magnitude. Thus, the RA index can be expressed as:

RA =
|TA|
|DI|

=
1

3

√
(λ1 − λ2)2 + (λ2 − λ3)2 + (λ3 − λ1)2

D
. (2.12)

Both FA and RA indices are 0 for isotropic tensors. Their values increase accord-

ing to the degree of anisotropy of the tensor. For cylindrical tensors, FA approaches

1. These two indices are called intravoxel measures, which means they map diffusion

anisotropy by relying on the analyzed voxel alone. There are, however, other metrics

that do not rely solely on a single tensor, but on a neighborhood instead, in order

to detect diffusion patterns.

All metrics discussed so far used the three eigenvalues of T for the calculations,

ignoring the eigenvectors in the process. This makes sense, since only the eigen-
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values are related to diffusion anisotropy. However, one of the problems with the

aforementioned metrics is that they can be innacurate in the presence of noise.

This is a common problem for fields obtained from diffusion tensor imaging. Thus,

PIERPAOLI e BASSER [67] propose using more information to improve anisotropy

estimates. This is done by a different metric, called the lattice index (LI) , which

makes use of the directional information contained in the tensor to minimize the

influence of noise in the estimations. If a certain tensor is product of noise, its

eigenvectors would be uncorrelated and there would be no orientational coherence

between this tensor and its neighbors. So, this index is capable of measuring the

level of collinearity between voxels. The lattice index can be mathematically defined

as:

LI =

∑8
n=1 anLIn∑8
n=1 an

, (2.13)

where n is the number of neighbors, an is a weighting factor and LIn is the basic

element of the index calculation, defined as follows:

LIn =

√
3√
8

(√
TA : TAn√
T : Tn

+

√
TA : TAn

√
TA : TAn

T : T

)
. (2.14)

Figure 2.3 displays the helical field shaded according to the anisotropy measure

used.

2.2 Fluid dynamics

In physics, studies involving fluids are carried out by a subarea called Fluid Dynam-

ics. This area is interested in describing how fluids behave when they are subject

to external forces, bringing them out of rest. In other words, there is no state of

equilibrium in this case. These fluids are governed by the Navier-Stokes equations,

which are a group of two partial differential equations that fully describe fluid mo-

tion. In this section, we will discuss basic fluid properties and definitions and also

analyze how these equations map fluid flow.

2.2.1 Fluids basics

FERZIGER e PERIĆ [68] define a fluid as a substance with a molecular structure

organized in a way that offers no resistance to external shearing forces. This means

that, any shear force applied to the fluid, no matter how low its magnitude, will be

able to deform the fluid. This is what gives them the ability of flowing, which allows

the fluid (especially gases) to assume the available volume of its recipient. In the
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(a) cl (b) cp (c) cs

(d) FA (e) LI

Figure 2.3: The helical tensor field with colors mapped according to different
anisotropy measures. Colors vary from blue (lowest) to red (highest).

case of liquids, the fluid is also bounded by a so-called free surface, i.e., a surface

created by the fluid itself that does not correspond to any solid boundary in the

recipient. Gases have no such surface, reason why they are able to fully occupy a

volume where it is contained. In this work, in all experiments we simulated the flow

of smoke. Although smoke per se is not a fluid, we can interpret it as such, since

smoke is just particles suspended in the air, which is the invisible flowing medium

we will be simulating in fact.

When analyzing fluids, a common practice is to consider them as continuous sub-

stances, instead of a set of molecules. This is the basis of the Continuum Hypothesis.

The purpose is to simplify the analysis. All fluid quantities are then defined inside

a representative element of volume, usually referred to as REV. This is the smallest

possible portion of space considered. In this volume, each quantity represents an

average of the quantities of molecules contained in the region. This allows us to

consider all fluid properties as continuous functions of time and space [69].

The main quantities we are interested in this work are density and velocity.

These are fundamental to any fluid discussion. Other variables, like viscosity for
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instance, while also having an important role, may be ignored in specific scenarios.

In fact, inviscid fluids are those with zero viscosity. In nature, practically no

fluid can be considered truly inviscid, but for analysis and simulation purposes, it

is perfectly plausible to assume the existence of such a fluid.

Density can be defined as the mass present in a volume element. Differently

from solids, for which we can define the mass of a body, for fluids this mass is

dispersed across the recipient volume. Assuming once again the REV volume, we

can define a density value for each defined REV. Similarly, we can define for each

REV a velocity value. Velocity is a quantity defined as a variation in space during

a limited timeframe. If we imagine the REV as fluid particle, the velocity in a point

in space (x, y, z) will be the instantaneous velocity of the particle passing through

this point in a given time t. Both densities and velocities may vary in time. Thus,

they are both functions of 4 variables in R3:

ρ = ρ(x, y, z, t), (2.15)

u = u(x, y, z, t). (2.16)

Fluids and their flow can also be categorized according to their characteristics.

For our purposes, we will be dealing with incompressible Newtonian fluids. A

Newtonian fluid has a deformation rate directly proportional to the applied stress.

In this case, its viscosity is constant as long as there is no other influencing factor

(apart from shear stress) affecting it, such as temperature. Non-Newtonian fluids,

on the contrary, are the ones that do not follow Newton’s viscosity law, which means

that the applied stress can change the fluid viscosity.

It was said that an inviscid fluid is a fluid with no viscosity. The effect of viscosity

on fluids can be determined by the Reynolds number:

Re =
ρV L

µ
,

where µ is the viscosity, V is the flow speed and L the flow width. If this number is

too high, the effect of viscosity is negligible, and thus the fluid may be considered as

inviscid. As stated in [68], in most cases the effects of viscosity are more important

near the boundaries, so it usually can be disregarded elsewhere.

Finally, a fluid is incompressible if density variations in the fluid may be ne-

glected. While gases are usually compressible, they can also be considered incom-

pressible when heat transfer is kept to a minimum and flow speed is little when com-

pared to the velocity of sound, a relation defined by the number of Mach. Whenever

this number is less than 0.3, the flow can be treated as incompressible. Besides, even

for water, unless the fluid is subject to extreme conditions, the volume variation in
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fluids is usually very small. For fluid simulations that are more focused on the vi-

sual results than on physical accuracy, there would be not much gain in simulating

compressible flow, as it is expensive and it does not visually affect significantly our

simulations [8]. Thus, for our purposes, we will consider both liquids and gases as

incompressible.

2.2.2 Navier-Stokes equations

The incompressible Navier-Stokes equations are a set of two equations that describe

fluid flow and guarantees that it obeys basic conservation laws. They can be pre-

sented as: ∂u
∂t

= −(u · ∇)u− 1
ρ
∇p+ ν∇2u + f

∇ · u = 0
(2.17)

The above presentation varies a little, according to the reference, but the general

form is the same. In order to keep the objectivity of this work, we will not show

derivation of these equations, but they can be found in [8] or in [69].

Consider a control volume Ω bounded by a control surface ∂Ω. The analysis

of fluid flow by using a control volume consists in selecting an arbitrary volume in

space through which fluid is flowing. This is also called the Eulerian viewpoint. The

alternative would be to consider the fluid as a collection of particles that carry the

quantities by themselves, named the Lagrangian viewpoint. They are just different

ways of looking at the fluid. Some things may be easier to analyze when choosing a

viewpoint or another.

The second part of Eq. 2.17 is the incompressibility condition. It states that the

amount of fluid that gets inside the control volume must be the same that gets out

of it. In other words, the volume is not changing. As shown in [8], the measure of

how much the volume is changing can be calculated by the following equation:

d

dt
V (Ω) =

∫ ∫
∂Ω

u · n̂,

where V (Ω) is the volume of Ω and n̂ is the normal component of the velocity. For

an incompressible fluid, the rate of change on the right side of the equation must be

equal to zero. By applying the divergence theorem, we get to:∫ ∫ ∫
Ω

∇ · u = 0.

As this must hold to every region in the fluid, the integrand has to be zero

everywhere, resulting in the condition ∇ · u = 0. This is also called the continuity

equation. A vector field (in our case, the velocity field) that satisfies this condition
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is called divergence-free.

The first part of Eq. 2.17 is the one responsible for actually describing fluid

motion. The equation can be broken down in separate blocks, to facilitate the

analysis. The f term is the simplest, gathering all the external forces that act on the

fluid. These may be the gravity, wind or artificial forces we use in our simulations.

The pressure term (−1
ρ
∇p) plays important role in ensuring the incompressibility

condition. The pressure can be understood as something that keeps the velocity

divergence-free.

The first term of the equation is the main responsible for motion, since it de-

scribes the transport of quantities across the fluid. This transport is called ad-

vection. This term is intrinsically related to the material derivative, which is re-

sponsible for connecting the two viewpoints mentioned before: the Eulerian and

the Lagrangian [8]. If we consider a quantity q carried by a particle (Lagrangian

viewpoint), the function q(t,x) defines the value of q at time t for a particle at po-

sition x. However, x is an Eulerian variable, since it does not change with particles.

To determine the rate of change of q for the particle in x, we must take the total

derivative of q, given by:

d

dt
q(t,x) =

∂q

∂t
+∇q · dx

dt
=
∂q

∂t
+∇q · u =

Dq

Dt
. (2.18)

The first term indicates the variation of q at the fixed point x, while the second

term describes how much of q’s variation is caused by the fluid that flows through

that point. This material derivative is what describes advection in the Navier-Stokes

equation. The advection equation, as pointed out in [8], is an equation that uses

the material derivative by setting it to zero. This means that the q variation at x

summed with its variation due to fluid flowing by x is equal to zero. In other words,

there is movement happening at x, but the quantity is not in fact changing, if we

look at it from the Lagrangian viewpoint. So, the advection equation can be stated

as:
Dq

Dt
=
∂q

∂t
+∇q · u = 0. (2.19)

Notice that Eq.2.19 describes the advection in terms of a generic quantity q.

Naturally, any fluid-related quantities may be advected (for instance, density or

temperature). We just have to substitute q with the appropriate variable. As we

are not considering temperature in this thesis, we only advect densities and veloc-

ities. The velocity advection is also called self-advection. It means the velocity

is advected through the fluid by itself. The advection equations for velocities and
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densities are shown below:

du

dt
+ u · ∇u = 0, (2.20)

dρ

dt
+ u · ∇ρ = 0. (2.21)

The notation for the advection used in the Navier-Stokes equations is just a

simplification of the used for the material derivative equations. The advective term

can be represented in two ways: u ·(∇u), which involves a dyadic tensor, or (u ·∇)u,

which is simpler and usually preferred in fluid dynamics references [70].

The only contribution left is the viscosity. The Laplacian term ν∇2u is respon-

sible for adding the viscous effect to the velocity. The constant ν is the kinematic

viscosity, defined as µ/ρ. Viscosity acts as a diffusive term, dissipating energy in the

fluid. The larger the viscosity is, the quicker velocities will dissipate. For quantities

such as density, this term in the Navier-Stokes equation represents a diffusion term,

where the quantity gradually dissipates to its neighbors.

As said before, the viscosity term may be suppressed if we are not interested in

simulating it. In this case, Eq. 2.17 reduces to:

∂u

∂t
= −(u · ∇)u− 1

ρ
∇p+ f. (2.22)

Together with the incompressibility condition, this forms the Euler equations,

which is just the name given to the inviscid Navier-Stokes equations.

2.2.3 Boundary conditions

An important part of fluid simulation is to determine what happens to the fluid at

the boundaries of the volume. The way these boundary conditions are set influence

the general behavior of the fluid. We will not consider in this work free surfaces

or boundaries between two different fluids, since they do not apply to our context.

Since we are focusing on simulating smoke, the only boundary conditions that matter

are the ones between the fluid and the control volume.

A possibility would be to consider the fluid as if it were wrapping around it-

self, i.e., leaving the volume in a boundary and re-entering it through the opposite

boundary. Another option is to fix the velocity on parts of the boundary, simulating

a constant inflow, as in a wind tunnel [71]. Instead, we use a solid wall boundary,

which forbids any fluid from leaving or entering the volume. This is also called a

no-stick condition, since it restricts the normal component of the velocity. As a

result, the fluid is able to move freely in the tangential direction. This does not

necessarily relate to the velocity of the boundary. If the boundary is also moving,
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the normal component of the fluid velocity must be equal to that of the solid. In

our case, we consider a stationary boundary. Thus, the boundary condition reduces

to:

u · n̂ = 0

2.3 Stable fluid simulation

In the last chapter, we presented the mathematical formulation behind the motion of

fluids. For simulating fluids, we must solve the Navier-Stokes equations, presented

in Section 2.2.2, to obtain the values of velocities and densities for each point in

the volume. However, these equations are difficult to solve analytically. Besides,

fluid dynamics is usually very complex, so that simulation experiments tend to be

computationally expensive and hard to control.

To properly simulate fluid flow, the Navier-Stokes must be discretized and meth-

ods for numerically solving them must be employed. The Computational Fluid

Dynamics field focuses on providing solutions to problems such as this. As we men-

tioned in the introduction, this thesis is not concerned with strict physical accuracy,

so that we resort to approaches focused on computer graphics applications. Specif-

ically, we based our method on the Stable Fluids method, proposed by STAM [5]

and also discussed in [8]. The bulk of our basic fluid simulator is based on an

implementation of the Stable Fluids method presented in [71].

In this chapter, we will discuss the fluid data representation and the methods

used to solve for each term of the Navier-Stokes equations. This will serve as the

basis for the proposed method of this thesis.

2.3.1 Data representation

In order to simulate fluid flow, we need to decide on what kind of representation to

use for storing fluid data. The chosen representation directly affects the choice of

the numerical method used for solving the equations. Two forms of representation

are commonly used, each one of them following one of the viewpoint approaches for

analyzing fluid flow mentioned in Chapter 2.2.

The Lagrangian approach use the idea of observing moving particles to represent

the data, storing velocity and density values in each particle. Although not very

practical to use in a physics context, in a computational simulation this kind of

approach becomes feasible, since it is much easier to manage a large number of

particles computationally than it is to do it in traditional physics experiments. This

approach is used in the well-known Smoothed Particle Hydrodynamics method,

usually abbreviated as SPH. This is an interpolation method that was first developed
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Figure 2.4: The difference between storing velocity values at the center of a cell and
at its faces.

to simulate astrophysical phenomena, being later incorporated by the computer

graphics community. Since this is out of the scope of this work, we will not delve into

details, referring the interested reader to the work by DA SILVA NETO et al. [72],

which provides a good introduction to the subject. For a more thorough covering of

works using the SPH method, there is a recent survey by WEAVER e XIAO [73].

The Eulerian approach follows the idea of analyzing a fixed region in space

through which fluid can flow. Numerically speaking, we discretize the space into a

grid and store the relevant information in each cell. The quantities, as in the control

volume analysis described in Section 2.2.2, are averaged values representing that

quantity in that region of space limited by the cell boundaries. Thus, we are looking

at the fluid state in that whole region, and not in a sole particle.

Since we want to use the tensor field as an inherent part of the medium, we

opted for using the Eulerian approach. In this way, the tensor is stored along with

the fluid quantities, like velocity and density. Differently from those quantities, the

tensor is a function of space alone, while velocity and density are functions of space

and time.

The obvious configuration is the storage of values in the center of each cell.

However, in some situations this may lead to a special kind of instability called

the checkerboard instability, due to how derivatives are calculated when velocities

are represented at the center of cells. A common solution to this issue is to use a

staggered arrangement, also called a MAC (marker-and-cell) grid, where velocities

are split into their components, and each component is stored in a cell face. Figure

2.4 shows the differences between both representations.
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2.3.2 Numerical solution

We mentioned that the Navier-Stokes equations have a difficult analytical solution.

One way of tackling this problem is by dividing it into smaller manageable steps.

This is the principle behind the operator splitting technique, which may be used to

solve partial differential equations composed by a sum of different terms. Simply

put, it consists of solving each term in the equation with a proper numerical method,

incrementally summing their contributions along the way.

Consider an operator L applied to u in the following partial differential equation:

∂u

∂t
= Lu.

If L can be written as a linear sum of m terms, where each term contributes

to the value of u, we can use different methods for solving each one of them and

account for that in a series of update steps [74].

un+(1/m) =M1(un,∆t)

un+(2/m) =M2(un+(1/m),∆t)

· · ·

un+1 =Mm(un+[(m−1)/m,∆t)

Here we follow the sequence of steps employed in [5]. The first step in the

simulation process consists in the application of the external forces. Any kind of

force can be applied in this step. For example, wind-like forces would be added

here. This opens the possibility for the addition of artificial forces designed with

specific purposes in mind. For instance, the vorticity confinement technique [75]

consists in the application of an artificial force that reintroduces in the simulation

swirling details lost due to numerical dissipation. Similarly, in [18] a force based on

a distance field is used to direct the fluid towards a target shape.

The next step is the diffusion, responsible for accounting for the viscosity effects.

As we are simulating smoke, the diffusive term can also be applied to the densities,

smoothing out them according to a diffusion constant. For velocities, the viscosity

works in a similar way, dampening them quickly, significantly reducing fluid motion,

as it should happen in a viscous fluid. This is a completely optional step, only

making sense for fluids that are not inviscid, or if density diffusion for smoke is not

desired.

The velocity field produced by the previous step is then taken as input for the

advection step. In this step, we employ an unconditionally stable method presented
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in [5], which guarantees that no output velocity is bigger than the maximum velocity

in the input field. This feature prevents the simulation from blowing off. The process

is simple: we trace the advected property back in time to find what was its value

in its previous position in the grid. Then, we use that value interpolated with its

neighbors to update the current value of the property. This will be discussed in

detail in Section 2.3.3.

An important part of the simulation is the projection. The projective step should

be performed both after the advection and the diffusion. This step enforces the

incompressibility condition, by taking the resulting velocity field from the previous

step and making it divergence-free. This is done by calculating the pressure gradient

and subtracting it from the velocity. Projection will be discussed in Section 2.3.5.

2.3.3 Advection

The advective term is the one responsible for transporting quantities along the fluid.

Sometimes called convection, or even transport, the advection carries substances

and other values (like temperature, for instance) through the velocity field. As we

mentioned in the previous chapter, the velocities are also advected in a process called

self-advection. This is how we update velocity values during simulation.

The most straightforward way of updating the velocities would be to calculate

them by using a finite differences scheme, immediately obtaining the next velocity

value. However, this is highly unstable, since velocities may grow excessively at each

iteration if the time step used is too large, causing the simulation to eventually blow

up. So, STAM [5] proposed using an alternate approach, which is unconditionally

stable, independently of how large the time step is. Imagine a fluid particle p in

position xG, where the new velocity ut+1
G must be calculated. The idea is to trace

the particle’s movement backward in time to determine its original position xP in

time t. In other words, the question is: which velocity was responsible for moving

the particle from its previous position to its current position? This velocity is used

to update the current velocity. The logic behind it is that the advection transported

this value from position xP to current position xG. So, essentially, ut+1
G at xG is the

same value as utP at xP . Mathematically, the backward transport is calculated as

follows:

xP = xG −∆tutG. (2.23)

The problem is that xP may not be an exact grid cell center. Thus, we need to

interpolate between its neighboring cells in order to obtain the velocity value that

will be used to update the cell at xG. So, the final velocity is defined as:

ut+1
G = interp(ut,xP ), (2.24)
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Figure 2.5: Semi-Lagrangian advection process: a particle is traced backwards in
time and the new value is obtained by interpolating from the neighboring cells at
the particle’s old position.

where interp(ut,xP ) is an interpolation function between neighbors of xP .

The same procedure is used for other fluid quantities. If we want to calculate

the new density value, for instance, we need to trace a particle back in time through

the velocity field using Eq. 2.23 and interpolate the densities at xP . Because we

use the concept of a particle to update velocities in the grid, this process is called

a semi-Lagrangian advection, i.e., we are using the Lagrangian viewpoint within an

Eulerian context. Figure 2.5 illustrates the process.

This procedure is explained by the so-called method of characteristics. Consider

the advection equation presented in Eq. 2.19 rewritten as below:

∂q(x, t)

∂t
= −u(x) · ∇q(x, t),

where u(x) is a steady vector field. Consider also that q(x, 0) = q0(x), with q0

being the scalar field q at time t = 0. The method of characteristics is capable of

solving equations of this form. In order to do this, let us consider p(x0, t) as the

characteristics of the vector field u flowing through x0 at t = 0:

d

dt
p(x0, t) = u(p(x0, t)), p(x0, 0) = x0.

Finally, consider q(x0, t) = q(p(x0, t), t), i.e., q is the field value along character-

istic p(x0, t). We can calculate the variation of q as:

dq

dt
=
∂q

∂t
+ u · ∇q = 0.

This means that q is not varying over time along the streamlines. So, we have:

q(x, t) = q(x, 0) = q0(x0).
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This guarantees that we can trace a particle back in time to find the initial point

x0 (xP in the semi-Lagrangian advection) and use its value to update the current

position [5].

2.3.4 Diffusion

Diffusion is an alternative way of moving substances through the fluid. It is intrin-

sically different from the advection, though. While in the advection fluid quantities

are moved through the velocity field, here the quantities are isotropically dispersed

through time, from regions of higher concentration to regions with lower concentra-

tion.

In nature, the diffusion process is essentially random. It is related to Brownian

motion, which is the random motion performed by independent particles in a fluid.

The Brownian motion is the effect of collisions between molecules of the fluid, re-

sulting in a motion that is fundamentally random. If a particle is observed during

a specific time interval, the average displacement by the particle is 0, meaning the

particle will not follow any specific direction. So, diffusion is nothing more than a

large number of particles following the rules of Brownian motion over a timespan.

In order to solve the diffusion term during the simulation, STAM [71] proposes

solving it implicitly. The problem with directly solving it, by computing the ex-

changes between neighboring cells and updating the central cell with the new density

value, is that it is extremely unstable. Once a large diffusion rate is set, density val-

ues tend to oscillate and eventually diverge. Thus, following similar rationale used

for the advection, the diffusion solver finds the previous densities that generated the

current ones, by travelling back in time. This results in a linear system where the

density values are unknowns. This system can be easily solved by using the iterative

Gauss-Seidel method. This solution is stable, no matter how large the diffusion rate

chosen. The implicit equation being solved is the following:

(I− ν∆t∇2)u′(x) = u(x), (2.25)

where I is the identity operator, u′(x) is the diffused velocity field and u(x) is the

field received from the previous simulation step. Naturally, the diffusion term in the

equations can be applied both for velocities and for densities. The difference lies in

the coefficient. While for velocities this coefficient is the kinematic viscosity ν, for

densities it means a diffusion rate.
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2.3.5 Projection

An essential part of the simulation is the projection step. It must be performed to

ensure velocities are kept divergence-free. Performing the advection on a velocity

field that is not divergence-free can lead to problems. So, two projection steps occur

in each iteration: one after the advection and another after the diffusion. This is

how we enforce the incompressibility condition on our simulation.

The first step is to calculate pressure by plugging the velocity field obtained from

the previous step (whether it be the advection or the diffusion) into the following

Poisson equation [7]:

∇2p =
1

∆t
∇ · u. (2.26)

The solution to this equation is obtained by computing the velocity divergence

and solving a linear system similar to the one used for diffusion, where the pressure

values are the unknowns.

Next, the pressure gradient is calculated and subtracted from the velocity. This

results in our divergence-free velocity field. The principle behind this procedure

is the Helmholtz-Hodge decomposition, which states that any vector field can be

decomposed into a sum between a divergence-free vector field and a scalar field.

So, by using our original velocity field and subtracting from it our pressure field (a

scalar field), we guarantee that our velocities obey the incompressibility condition

in Eq. 2.17.
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Chapter 3

Proposed method

The purpose of this work is to adapt the mathematical model and the numerical

simulation of fluids to account for the information obtained from tensor fields. Here

we are dealing specifically with local orientation tensors, introduced in Section 2.1.3.

This kind of tensor evokes a geometric interpretation that can be associated with

direction of fluid diffusion. The probabilistic nature of the tensor allows us to in-

fluence fluid flow, deflecting it along paths of interest in a tensor field. This could

be useful for DT-MRI, where tensors encode water diffusion inside organic tissue.

Usually, these tensor fields suffer with information cluttering, making it difficult for

physicians to visualize and interpret structures of interest. Adding motion (fluid

motion, in our case) to the visualization process helps drawing the attention of the

observer to relevant regions in the field. Porous media flow could also, in theory,

be used for enhancing visualization, since it is intrinsically related to the concept of

permeability, a tensor quantity, as briefly discussed in Section 1.1.2. The permeabil-

ity tensor is of the exact same form as the tensors obtained from DT-MRI. So, it

would make sense to treat diffusion tensor fields as permeability fields, and use the

idea of fluid flowing through pores to add motion to the tensor field and stimulate

human perception in the process.

The example applications above are specific, but tensor fields could be used in

a more general way. Since they indicate diffusion direction, we can use them to

intentionally move the fluid along specific paths. This kind of fluid control can be

useful, for example, in computer animations. Thus, we argue that if we simulate

and visualize fluid flow influenced by a tensor field, we can analyze fluid behavior

to not only emphasize colinear and coplanar structures in DT-MRI, but also to

create fluid-like animations, given a specific tensor field designed for that purpose.

The challenge lies in determining the best way to add tensor information to the

simulation.

We based ourselves on the classic method proposed by STAM [5] to produce an

adapted method. We use an Eulerian representation of the fluid, aligning the grid
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Figure 3.1: Six cases of a velocity vector being transformed by a tensor. Each case
shows a different situation of tensor-vector alignment, producing deflected vectors
that may be scaled or shrinked, according to the tensor eigenvalues.

cells with the field, so that each tensor is located at the center of its corresponding

cell. We work on the idea of the tensor acting as something that deflects velocities

passing through its cell, locally reducing or amplifying momentum in the process.

For example, fluid arriving at a cell with a rank-1 tensor oriented perpendicularly

to its velocity would have its momentum locally reduced to zero. Depending on the

degree of alignment between tensor and velocities, the tensor could be physically

interpreted as a pump (alignment to eigenvectors with high eigenvalues, for instance)

or a sink (velocities perpendicular to main eigenvector with low eigenvalue). Figure

3.1 shows some examples.

In order for the simulation to be successful, it is desirable that the tensor field

be continuous everywhere. Although in certain cases good results can still be ob-

tained even in the presence of discontinuities, the method is not prepared for these

situations yet. The presence of null tensors could cripple the simulation, especially

regarding the projection. The problems with discontinuous fields in the projection

will be discussed in detail in Section 3.4.

In [27], tensors were used to directly transform velocities during the interpolation

step of the semi-Lagrangian advection, forcing velocity vectors to abide by the tensor

field characteristics. While it could definitely produce good visual results, that was

a rather arbitrary approach. It would be interesting to produce the same effect

using a more physically-motivated formulation leading to a certain level of numerical

stability. Thus, we propose to use the tensor as a local momentum modulator for

the fluid as it moves along the field. So, we begin by introducing the following
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Figure 3.2: Geometrical interpretation of Equation 3.2.

differential equation:
∂u

∂t
= Ku, (3.1)

where u is measured in m/s and K is a matrix measured in s−1. We propose

K = T− bI, where b is a scaling factor, to transform the velocity u in the following

form:
∂u

∂t
= (T− bI)u,

which, setting b = 1 and putting physical units aside, can be viewed as:

∂u

∂t
= Tu− u. (3.2)

This is the version we will use for the remainder of this text, always considering

the units specified in Eq. 3.1: [T] = s−1, b = s−1, [u] = m s−1. The dimensional

equation for Eq. 3.2 can be written as [L1T−2] = [T−1][L1T−1]− [T−1][L1T−1]. We

include this last equation in the original Navier-Stokes formulation, as an additional

equation to the system. This equation works as a restriction on the velocity. The

main insight behind this restriction is that a tensor should decelerate velocities that

are not aligned with its main eigenvector, while also bending them into alignment.

So, we determine that the acceleration of the fluid must obey Eq. 3.2. If we look

at Fig. 3.2, we see that the transformation of a velocity vector u by an orientation

tensor T results in a new velocity Tu, which is aligned with the orientation of T

and has a norm influenced by the eigenvalues of T. The vector Tu−u, which takes

u to Tu, can be interpreted as an acceleration vector. Depending on the eigenvalues

of T and on the angle between u and the main eigenvector e1 of T, this vector could

locally accelerate the fluid in the direction of e1 or it could decelerate it, reducing

fluid momentum in the nearby region. This physical interpretation of the tensor

effect on the fluid is much more interesting than the approach adopted in [27].

Eq. 3.2 is a homogeneous ordinary differential equation with constant coefficients

in time, i.e., ∂T/∂t = 0. It governs fluid acceleration when coupled with the Navier-

Stokes equations. But how do we enforce this restriction on the system? There are

different ways to achieve that, and it depends on how we interpret the tensor role in
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the system. One could think of adding the restriction to the system as an external

force, multiplying the resulting acceleration by the fluid density. This would be

described by the equation below:

∂u

∂t
= −u · ∇t+ ν∇2u + Tu− u. (3.3)

The main advantage of this approach is that it can be directly applied to the

Navier-Stokes equations. However, there are a number of disadvantages: it requires

very small time steps to remain stable and fluid control is only exerted during instan-

taneous force applications. So, we can say that using Equation 3.2 as a force does

not establish a strong link between the tensor field and the fluid. If it were applied

as a force, the tensor effect would cease as soon as the force stopped acting, since

the advection would be able to transport quantities without restrictions. However,

if we take as a premise that the tensor field is an inherent part of the environment,

thinking of it as a property of the medium, the tensor becomes an integral part of

fluid motion. The fact that tensor fields are kept static during our simulations also

favors the adoption of this point of view. By choosing this approach, what we are

saying is that all aspects of the fluid dynamics are bound to the tensor field char-

acteristics. This places a strong bias on fluid motion, making it likely to follow a

predefined path. The drawback of this approach is that care must be taken on how

to insert the tensor information into the equations, since they govern fluid motion

in a coupled way.

A good way to do this is by adding this as an additional equation to the Navier-

Stokes system of equations. We also customized some terms of Eq. 2.17 in order to

insert the tensor information in each step of the numerical simulation. This is the

core of our proposal, which we will discuss in the following sections.

3.1 Proposed continuous formulation

In order to consider the tensor as a property of the medium through which the

fluid flows, we need to adapt the Navier-Stokes equations to account for the tensor

information. We propose the usage of the following customized system of equations
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for describing the dynamics of fluids. Notice the addition of our Eq. 3.2:

∂u
∂t

= −(u · ∇)u− 1
ρ
∇p+∇ · (T∇u) + f

∂u
∂t

= Tu− u (advective-only)

∇ · u = 0

∂ρ
∂t

= −(u · ∇)ρ+∇ · (T∇ρ)− αρ+ S

u(0) = u0

(3.4)

The system of equations above accounts for both the velocity and the density

update. The acceleration equation presented in the previous section enters here

as a purely advective equation, working as a restriction to fluid motion. Since the

advection term is the one responsible for the main transport of the fluid, it is sensible

that we add to it this restriction. Eq. 3.2 should, considering the underlying tensor

field, discourage fluid motion along certain regions and deflect the fluid towards

intended paths. We do this by adapting the numerical method that solves the

advection part. This will be addressed in Section 3.2.

The other term affected by the tensors is the diffusive term, both for velocities

and for densities. The tensor is introduced in the equation by multiplying the

gradient of the fluid quantity being diffused. This results in a diffusion which is no

longer isotropic. Thus, the viscosity ν (for velocities) and the diffusion rate κ (for

densities) are now replaced by the tensor T. It is the tensor who determines the

degree of diffusiveness applied in each direction for the quantity being evaluated.

This is a classic formulation for anisotropic diffusion. Our contribution is related to

how we handle this term, by precomputing Laplacian masks derived from the tensor

information. Section 3.3 discusses the details of this part of the proposal.

Finally, in the density equation, we added a source term S, for inserting fluid

in the system, and a dissipation term −αρ, as used in [5], to avoid the excessive

accumulation of densities outside the regions of interest of the tensor field. Since the

tensor advection tends to reduce motion in these regions, densities who eventually

fall outside the controlled paths will hardly be able to return to the tensor-controlled

regions. This could be reduced by using smaller time steps, but the dissipation

function provides a good alternative instead.

3.2 Customized advection

The advection part is the core of our proposal. This is the main responsible for

controlling the fluid by the tensor field. Although the anisotropic diffusion can also

aid on this matter, it is just a secondary process. The advection is the principal

38



means of transport in a fluid. So, we will present two approaches for the problem of

introducing tensors to the advection.

First, let us consider again Eq. 3.2, coupled with the condition u(0) = u0

included in the system of equations above. If we put it in the form u′ + Au = 0,

which is a homogeneous equation with constant coefficients, we obtain:

∂u

∂t
+ (I−T)u = 0.

Thus, A = I−T. Assuming A is a diagonalizable matrix, then there is D such

that D = diag(λ1, λ2, · · · , λn), the diagonal matrix of A’s eigenvalues, and there is

a matrix P = [e1, e2, · · · , en] such that P is invertible and A = PDP−1.

Let us define e−tD = diag(e−tλ1 , · · · , e−tλn) and e−tA = Pe−tDP−1. Then we

have:

u(t) = e−tAu0.

So, the solution for Eq. 3.2 is:

u(t) = e−t(I−T)u0. (3.5)

We now have two options: using this equation directly or implement a numerical

solution. We will begin the discussion with the numerical one. This solution involves

obtaining a discretized version of Eq. 3.2, reusing the operator splitting technique

presented before. Afterwards, we will show the analytical solution, which uses Eq.

3.2.

3.2.1 Numerical solution

In Chapter 2.2 we explained how the technique called operator splitting works.

Basically, it allows us to separately calculate the contribution of each term in a

partial differential equation. We followed the same procedure to discretize and solve

Eq. 3.2. Since it is composed of two terms, we can solve it in two steps:

ũ = ut + ∆tTut,

ut+1 = ũ−∆tũ.

where t indicates a time instant, or an iteration. By plugging the first equation into

the second, we obtain the following expression for un+1:

ut+1 = ut + ∆tTut −∆t(ut + ∆tTut),
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Figure 3.3: Illustration of the customized advection process, using Eq. 3.9.

Rearranging it, we get to the final update equation:

ut+1 = ut + ∆t[Tut(1−∆t)− ut], (3.6)

which can be directly plugged into the advection step. Equation 3.6 defines how

velocities are transported between time t and t + 1. So, we want to evaluate this

equation whenever velocities suffer any variation during the advection. The original

semi-Lagrangian advection proposed by [5] consisted of a particle in cell location

xG propagated backwards in search of its previous position xP . The velocity in xP

was then interpolated with those at its neighbors, and this new value was used to

update the velocity in xG. In our setting, we use Eq. 3.6 whenever velocities are

calculated during the advection process, affecting both the backtraced position xP

and the final velocity value used to update xG. This process is illustrated in Fig.

3.3. So, we have:

xtP = xtG −∆t(utG + ∆t[TutG(1−∆t)− utG]). (3.7)

Position xP may not fall exactly at the center of a cell. Thus, we interpolate

the values from its neighbors. We perform this interpolation on both original and

tensor-transformed values. However, in our case, we need to use as parameters

velocities obtained from time instant t− 1. The interpolated velocities are:

u′ = interp(ut−1
P ,xP ),Tu′ = interp(Tut−1

P ,xP ), (3.8)

where interp(u,x) is a bilinear or trilinear interpolation function, depending on the

simulation.

Finally, we plug these new interpolated velocity values into our Eq. 3.6 to obtain

the updated uG value:

ut+1
G = u′ + ∆t[Tu′(1−∆t)− u′]. (3.9)
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Figure 3.4: Illustration of the enhanced customized advection, now using Eq. 3.5.

The problem with this solution is that, despite providing much better control

than the external forces approach discussed in the beginning of this chapter, it is still

limited by the time step. Of course, time steps in this case are not that prohibitive

as they are when Eq. 3.2 is used as a force, but they still should be kept low for the

simulation to work adequately. Next, we provide a better solution to the problem

of adding tensor information to the advection.

3.2.2 Analytical solution

An alternative to the previous solution is to replace Eq. 3.9 with Eq. 3.5 in the

advection process. Observing Figure 3.4, the backtracing procedure is the same.

The position xP is encountered by moving the particle back in time. However, upon

finding xP , the new velocity value used to update u(xG) at time t + 1 is the result

of a direct application of Eq. 3.5. Mathematically speaking, this leaves us with the

following update equation for the velocity:

ut+1
G = e−∆t(I−TP )utP . (3.10)

During the semi-Lagrangian advection process, we mentioned there is always the

possibility of xP not falling in an exact cell center. In fact, that is the most likely

possibility. So, we need to use again the interpolated velocity u′ for our calculations.

As in this equation the tensor is not directly applied to the velocity (it is part of the

exponential function instead), we also need to obtain a tensor T′ = interp(TP ,xP )

interpolated among its neighbors. So, the final update equation becomes:

ut+1
G = e−∆t(I−T′)u′. (3.11)

This solution is more interesting for a number of reasons. First, differently from

the numerical solution, where the original velocities were also part of the calculation,

Eq. 3.10 depends only on the tensor-transformed velocity in xP . Second, the time-
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dependence on Eq. 3.9 was much more restrictive than in this new solution. In that

case, the multiplication of Tu by (1 −∆t) created a problem where an increase in

the time step would reduce the tensor participation in the advection. So, although

this can produce good results for small time steps (∆t < 0.1), it seriously reduces

our freedom when setting the simulation parameters. Obviously, there is also the

issue of a negative value for ∆t > 1, but since such a high time step is not common

practice, this concern can be disregarded.

Another problem involving Eq. 3.9 is that the tensor contribution is added

to the current velocity. This means that the acceleration provided by the tensor

term is acccumulated during iterations. So, if a higher time step is employed, the

advected quantities will propagate faster, reducing the tensor influence on the field.

Thus, once more we have an issue with higher time steps. In order for the tensor

to really affect the velocities, the time step would need to be reduced, so that the

tensor influence could accumulate over time for that cell. As for Eq. 3.5, the tensor

is directly applied to the initial velocity, and the result of this transformation is

used as the new velocity, without summing it with the current one. So, the tensor

instantaneously affects that velocity in the analytical solution. Plus, in Eq. 3.5, we

have an exponential function, which results in a much stronger tensor influence.

The numerical solution, however, is simpler and less costly. For time steps smaller

than 0.1, the numerical solution approaches very closely the analytical one. As the

time step increases, the solution begins to diverge. So, for small time steps, the

numerical solution could be used to compensate for the performance hit caused by

the exponential in Eq. 3.5.

3.2.3 Stability discussion

Adding tensors to the semi-Lagrangian advection could, in theory, disavow the un-

conditional stability claim of the original method. Dealing with normalized tensor

fields would not present an issue regarding stability. However, we apply the scal-

ing factor β to an input normalized tensor field in order to stimulate motion, so

that the maximum amplification for fluid velocities is exactly β. The boosting fac-

tor poses a valid concern on the possibility of the simulation eventually blowing

up. Even though we can satisfactorily control the simulation by carefully choos-

ing the scaling factor, we attempt to ensure that stability holds for our customized

advection by following standard literature on that matter and applying the CFL

(Courant–Friedrichs–Lewy) condition, which limits time step to a maximum value

based on grid spacing. Although the CFL condition is not a stability condition per
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se, it truly reduces the probability of a simulation blowing up [76]:

∆t ≤ C∆x

|u|
.

The velocity u in the above equation is the maximum velocity encountered in the

fluid in a single iteration. FOSTER e FEDKIW [6] suggests, based on experience,

a value around 5 for the CFL number C, so that the backtracing particle trajectory

length is no longer than five grid cells. Considering the tensor effect in our velocities

and the analytical solution presented in Eq. 3.5, the CFL condition assumes the

following form:

∆t ≤ 5∆x

||e−∆t(I−T)u||
. (3.12)

In our case, the worst-case scenario is when the velocity vector is fully aligned

with the tensor’s main eigenvector, and this tensor has its main eigenvalue greater

than 1. This could significantly magnify the velocity. So, for our CFL condition,

we consider the maximum velocity as the one that, when transformed by the tensor

through Eq. 3.5, assumes the biggest norm in the grid. Now, consider a valid

vectorial norm || · || that induces a matricial norm defined as:

||M|| = max
x∈Rn,x 6=0

||Mx||
||x||

,

or, equivalently:

||M|| = max
x∈Rn,||x||=1

||Mx||.

Given a matricial norm, it can be proven that:

||Ax|| ≤ ||A|| · ||x||. (3.13)

Let A a symmetric matrix that defines an operator in Rn. We can also prove

the following statement:

||A|| = max
j
||λj||, (3.14)

where λj are the eigenvalues of A. So, let us look again at the stability condition in

Eq. 3.12. From Eq. 3.13, we know that:

||e−∆t(I−T)u|| ≤ ||e−∆t(I−T)|| · ||u||.

From Eq. 3.14, we also know that:

∆t|λmax| ≤
5∆x

||u||
,
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where λmax is the largest eigenvalue of e∆t(I−T) = Pe∆dDP−1, P is the matrix of

eigenvectors of (I−T) and D = diag(λ1, λ2, · · · , λn) are the eigenvalues of (I−T).

So, we obtain:

∆t|e−∆tλj | ≤ 5∆x

||u||
, (3.15)

where λj is the smallest eigenvalue in D. Thus, we have:

ln ∆t−∆tλj ≤ ln

(
5∆x

||u||

)
, (3.16)

which does not have a closed form solution. Rearranging the terms, we can rewrite

Eq. 3.17 as:

ln ∆t ≤ ∆tλj + ln

(
5∆x

||u||

)
, (3.17)

where the L.H.S. is a logarithmic function of ∆t and R.H.S. is linear function of ∆t.

To find the intersection between these two functions is not complicated and can be

done efficiently. The smallest ∆t can be easily obtained as the intersection of the

L.H.S. and the R.H.S., for ||u|| 6= 0. Notice that:

lim
∆t→0

ln ∆t = −∞,

while the R.H.S., when ∆t = 0, is ln 5∆x
||u|| , which is constant. Thus, it means there is

always a ∆t which satisfies inequality Eq. 3.17. So, at each iteration, it is easy to

find the maximum ∆t that guarantees stability. This is illustrated in Fig. 3.5.

3.3 Customized diffusion

In Section 2.3.4, we discussed the process used by STAM [5] to solve the diffusion

step of the simulation. In summary, what we want to solve is the contribution of the

term ν∇2u from the Navier-Stokes equations. We mentioned that solving it directly

is not stable, and one should adopt an implicit approach to this problem, by solving

Eq. 2.25, shown below:

(I− ν∆t∇2)u′(x) = u(x).

The equation above is specific for the diffusion of momentum, with ν being the

fluid viscosity. Let us consider a general equation for the diffusion of any fluid-related

quantity. We will define it as:

(I− φ∆t∇2)q′(x) = q(x), (3.18)

where φ is a diffusion coefficient, and q′(x) and q(x) are the diffused and original
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Figure 3.5: As ∆t approaches 0, ln ∆t goes to infinity. Thus, we can guarantee there
is always a valid time step for our advection. When λj > 0, the linear function is
increasing, so there is no limit on ∆t. This makes sense, since a positive λj indicates
a purely dissipative tensor.

quantities, respectively.

STAM [71] details the reasons why the implicit formulation should be used. If

we take the direct approach, we simply need to compute the contributions of each

cell to its neighbors. Thus, considering a 4-neighborhood in a 2D scenario, the

exchanges between the center cell (where we want to compute the new value) and

its four neighbors will result in a standard Laplacian mask. The value at cell (i, j)

will be diffused to the neighbors, but this cell will also receive contributions from

each one of them. This summarizes into the following update equation:

qt+1
i,j = qti,j + φ∆t∆x∆y(qti−1,j + qti+1,j + qti,j−1 + qti,j+1 − 4qti,j), (3.19)

where t indicates the time instant and i and j are the respective x and y indices for

the grid cells.

The problem with this approach is that as φ increases, q starts to oscillate until

it diverges. So, we take the implicit road and look back in time to find which values

qt+1, when diffused backward in time, produce the value qt. So, the variables in Eq.

3.19 have their time instant t switched:

qti,j = qt+1
i,j − φ∆t∆x∆y(qt+1

i−1,j + qt+1
i+1,j + qt+1

i,j−1 + qt+1
i,j+1 − 4qt+1

i,j ).

This leaves us with a linear system with unknowns qt+1
i,j . By rearranging the
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equation and applying an iterative solver like the Gauss-Seidel relaxation, we have

to solve the following update equation:

qt+1
i,j =

qti,j + φ∆t∆x∆y(qt+1
i−1,j + qt+1

i+1,j + qt+1
i,j−1 + qt+1

i,j+1)

1 + 4φ∆t∆x∆y
, (3.20)

This equation is solved over a predefined number of iterations. In [71], the default

number used is 20. The advantage of this formulation is that it is completely stable

for any values of φ or ∆t.

The above formulation is great for traditional fluid diffusion, but it is problematic

to our purposes, because this process is essentially isotropic. It uses only the nearest

neighbors, so it cannot capture the Laplacian in some directions. The interesting

thing about using the tensor field to model fluid flow is to influence flow direction by

propelling the fluid in particular directions. We saw how this is done in advection,

but for that to work also in diffusion, we will need to adopt an alternate approach.

So, in the next section we present our proposal for turning diffusion anisotropic.

3.3.1 Proposed anisotropic diffusion

In Section 1.1.2, we presented a brief review of works dealing with the problem of

anisotropic diffusion. This is a common problem in physics, so it has been extensively

studied, with several published works available in the literature. We decided to use

the discretization schemes proposed by GÜNTER et al. [29]: the asymmetric and

the symmetric ones. First, let us review the altered diffusion term presented in Eq.

3.4. For a generic quantity q, we can define it as:

∂q

∂t
= ∇ · (T∇q)

The finite difference schemes proposed by GÜNTER et al. [29] solve this equation

by directly calculating the product between the diffusion tensor and the gradient of

q, and then finally calculating the divergence. The asymmetric scheme treats the

flux values differently for x and y, using positions (i± 1/2, j) and (i, j± 1/2), while

the symmetric one uses position i + 1/2, j + 1/2 for both differentials. Figures 3.6

and 3.7 illustrate both schemes.

Each one of these schemes has advantages and disadvantages. For example, the

symmetric scheme works better for tensors oriented in the diagonal, while these

tensors have poor result for axis-aligned tensors. The symmetric approach also fails

with isotropic tensors, forming a checkerboard pattern due to the lack of exchanges

between the nearest neighbors. Actually, the checkerboard pattern plagues this

scheme for most tensors with low levels of anisotropy. The asymmetric scheme,
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Figure 3.6: Asymmetric finite difference scheme. Source: [3]

Figure 3.7: Symmetric finite difference scheme. Source: [3]

Figure 3.8: Two sequences of frames for diffusion in the presence of a linear tensor,
oriented horizontally: the top sequence used the asymmetric scheme, while the
bottom sequence used th symmetric one.

however, works fine for both isotropic and highly anisotropic axis-aligned tensors.

In the diagonal, the asymmetric still offers good results, but produces some artifacts.

Figures 3.8, 3.9 and 3.10 shows various configurations of a Matlab simulation of heat

transfer using these two schemes.

As we can see, no scheme alone is ideal for tensors oriented arbitrarily. Thus,

we propose to use a combination of these two schemes. Experiments showed that a

simple average between these two is enough to enhance the results. The asymmetric

scheme provides the bigger contribution to the overall result. Although the average
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Figure 3.9: Two sequences of frames for diffusion in the presence of a linear tensor,
oriented diagonally: the top sequence used the asymmetric scheme, while the bottom
sequence used th symmetric one.

Figure 3.10: Two sequences of frames for diffusion in the presence of an isotropic
tensor: the top sequence used the asymmetric scheme, while the bottom sequence
used th symmetric one.

is not as good as the best case scenario for the symmetric scheme, it alleviates the

problems encountered in this case with the asymmetric one. Besides, the majority

of the tensors we use in practice are not purely linear. So, the symmetric scheme

in the average serves as a way of compensating for the few situations where the

asymmetric presents issues. Figure 3.11 shows the outcome of the averaged scheme.

As our tensor fields are static throughout the simulation, we can preprocess these

operators and obtain a Laplacian mask to be directly applied during the diffusion

step. This allows us to reutilize the diffusion solution used in the classic fluid

simulation. So, the Gauss-Seidel relaxation scheme is once again used to implicitly

solve the diffusion equation. However, now instead of using a simple isotropic mask,

we propose to use masks computed from the differential operators proposed by

GÜNTER et al. [29] to calculate the new value of q. Let S(T) be the symmetric

mask calculated for T and A(T) be the asymmetric mask. The equations used for

calculating the masks can be encountered in Appendix A. The final mask M(T) will
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Figure 3.11: Sequences of frames for the averaged scheme, using the same three
tensors of Figs. 3.8, 3.9 and 3.10. The topmost sequence is the isotropic tensor,
the center sequence is the horizontal linear tensor and the bottom sequence is the
diagonal linear tensor.

be defined as:

M(T) =
S(T) + A(T)

2
.

The update equation for the anisotropic Gauss-Seidel relaxation technique will

be as follows:

qt+1
i,j =

qti,j +
∑3

i=1

∑3
j=1 Mi,jQi,j

(1− qt+1
i,j )

, (3.21)

where Q is the following matrix containing the values of q for neighbors:

Q =

 qt+1
i−1,j−1 qt+1

i−1,j qt+1
i−1,j+1

qt+1
i,j−1 0 qt+1

i,j+1

qt+1
i+1,j−1 qt+1

i+1,j qt+1
i+1,j+1


Notice the diffusion coefficient φ is gone. In fact, we do not need it anymore. The

tensor acts now as the diffusion coefficient. When the diffusion becomes isotropic,

the coefficient reduces to a scalar. So, the tensor-based diffusion will be stronger or

weaker depending on the orientation of the tensor eigenvectors and on its eigenvalues.

This anisotropic diffusion complements the idea of a tensor as a property of the

medium. Depending on the quantity q, the tensor will acquire a different meaning.

For velocities, for instance, it becomes the viscosity tensor, reducing or amplifying

momentum in the specific directions according to the tensor orientation.

An important concern about anisotropic diffusion, discussed in [3], is the pos-

sibility of large numerical errors introduced in the system due to the presence of

highly anisotropic tensors. Our main interest is in the linear tensors, so this is a
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valid concern. However, the Laplacian is dissipative, locally reducing the error in a

monotonic fashion at each iteration. Besides, the Laplacian always has a negative

value at its center, which forces the denominator in the update equation to always

be greater than 1, ensuring the dissipation and the convergence. Thus, we obtain a

valid Laplacian mask, regardless of the tensor orientation.

Drawbacks

There are a few drawbacks related to this solution. Even for the averaged scheme,

highly anisotropic tensors may present artifacts during the diffusion process. Ex-

tremely linear tensors are difficult to handle, as already documented in the special-

ized literature. Plus, there is the problem of drifting. When diffusion takes place,

the quantity values slightly drift laterally, which is certainly not a desired behavior.

Anisotropic diffusion is a complex problem with vast literature, so more complex

schemes may be able to work around these issues. Further investigation shall be

done in the future to improve the results obtained so far.

3.3.2 Stability discussion

Once again, as we are inserting extraneous information to the original stable fluid

simulation method, we need to analyze if stability still holds after the proposed

alterations. BRIDSON [76] demonstrates the stability of the implicit treatment of

diffusion for the classic method. By analyzing a one-dimensional version of the

diffusion problem, he shows that the weights in the update equation presented in

Eq. 3.20 are all positive and they sum to 1. This guarantees that the new value for

q is bounded by its minimum and maximum old values. In 2D, the update equation

can be rewritten as follows to evidence the weights:

qt+1
i,j =

(
1

1 + 4φ∆t∆x∆y

)
qti,j +

(
φ∆t∆x∆y

1 + 4φ∆t∆x∆y

)
qt+1
i−1,j

+

(
φ∆t∆x∆y

1 + 4φ∆t∆x∆y

)
qt+1
i+1,j

+

(
φ∆t∆x∆y

1 + 4φ∆t∆x∆y

)
qt+1
i,j−1

+

(
φ∆t∆x∆y

1 + 4φ∆t∆x∆y

)
qt+1
i,j+1.

We reproduce this analysis for our tensor-based diffusion. In our case, we con-

sider this 2D version of this problem, since our problem is minimally bidimensional

(there can be no anisotropy in 1D). By expanding and reorganizing the anisotropic

Laplacian equation for each one of the discretization schemes presented in the pre-

vious section, we get to two tensor-based update equations.
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First, let us analyze the symmetric scheme. Let a be the product φ∆t∆x∆y.

Discretizing ∇ · (T∇q), we get to the following equation for qi,j:

qt+1
i,j =

qti,j + a
4
(Txx + Txy + Tyx + Tyy)(q

t+1
i+1,j+1 + qt+1

i−1,j−1)

1 + a(Txx + Tyy)

+
a
4
(Txx − Txy − Tyx + Tyy)(q

t+1
i+1,j−1 + qt+1

i−1,j+1)

1 + a(Txx + Tyy)

+
a
4
(2Txx − 2Tyy)(q

t+1
i+1,j + qt+1

i−1,j)

1 + a(Txx + Tyy)

+
a
4
(2Tyy − Txx)(qt+1

i,j+1 + qt+1
i,j−1)

1 + a(Txx + Tyy)
.

(3.22)

Notice that we now have 8 neighbors contributing to the new value. We want to

verify if the weights sum to 1. Putting the weights in evidence, we can then rewrite

the previous equation as:

qt+1
i,j =

(
1

1 + a(Txx + Tyy)

)
qti,j +

(
a(Txx + Txy + Tyx + Tyy)

4(1 + a(Txx + Tyy))

)
(qt+1
i+1,j+1 + qt+1

i−1,j−1)

+

(
a(Txx − Txy − Tyx + Tyy)

4(1 + a(Txx + Tyy))

)
(qt+1
i+1,j−1 + qt+1

i−1,j+1)

+

(
a(2Txx − 2Tyy)

4(1 + a(Txx + Tyy))

)
(qt+1
i+1,j + qt+1

i−1,j)

+

(
a(2Tyy − 2Txx)

4(1 + a(Txx + Tyy))

)
(qt+1
i,j+1 + qt+1

i,j−1).

Considering that each weight appears twice in the equation (each one multiplying

two different neighbors), if we sum them all and simplify the opposing terms, we

obtain:

1

1 + a(Txx + Tyy)
+

4a(Txx + Tyy)

4(1 + a(Txx + Tyy))
=

1 + a(Txx + Tyy)

1 + a(Txx + Tyy)
= 1

Similarly, we can discretize the anisotropic Laplacian for the asymmetric scheme.

Reorganizing the equation so that the weights be in evidence, we have:

qt+1
i,j =

(
1

1 + 2a(Txx + Txy + Tyx + Tyy)

)
qti,j

+

(
a(Txx + Tyx)

1 + 2a(Txx + Txy + Tyx + Tyy)

)
Y

+

(
a(Txy + Tyy)

1 + 2a(Txx + Txy + Tyx + Tyy)

)
X,

(3.23)

where Y = qt+1
i+1,j + qt+1

i+1,j−1 + qt+1
i+1,j+1 + qt+1

i−1,j−1 + qt+1
i−1,j + qt+1

i−1,j+1 − 2(qi,j−1 + qi,j+1)

and X = qt+1
i−1,j+1 + qt+1

i,j+1 + qt+1
i+1,j+1 + qt+1

i−1,j−1 + qt+1
i,j−1 + qt+1

i+1,j−1 − 2(qi−1,j + qi+1,j).
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Summing the weights, we obtain:

1 + 6a(Txx + Tyx) + 6a(Txy + Tyy)− 4a(Txx + Tyx)− 4a(Txy + Tyy)

1 + 2a(Txx + Txy + Tyx + Tyy)
=

=
1 + 2a(Txx + Tyx) + 2a(Txy + Tyy)

1 + 2a(Txx + Txy + Tyx + Tyy)
=

=
1 + 2a(Txx + Tyx + Txy + Tyy)

1 + 2a(Txx + Txy + Tyx + Tyy)
= 1.

As we can see, both discretizations result in a set of tensor-based weights that

sum to 1. By combining the weights for our averaged scheme we obtain the same

result. So, we can ensure that our diffusion method is bounded by the old values

of q, being stable no matter how large the diffusion coefficient φ. In our method,

the tensor boost β works as our diffusion coefficient instead. This can be easily

demonstrated by extracting it from T and putting it outside the parentheses, as

part of the factor a.

If we look at the results of the computation of the Laplacian masks, we will

also notice that, in all cases, the central element is negative, compensating for the

contributions of its neighbors. Thus, there is no possibility whatsoever that our

customized diffusion method can hinder the stability present in the original method.

Moreover, the matrix of the system solved by the Gauss-Seidel iterative method is

diagonally-dominant, which means it always converge to the solution. Our method

is stable even for null tensors. It is worth noting, however, that this case would

produce a zero line in the Gauss-Seidel system. This could impact the exchanges

between neighbors, since some cells would be able to share energy without receiving

it. From a formal point of view, this is not exactly interesting. A more careful

evaluation is needed in order to assess the local implications of this scenario.

3.4 Customized projection

The last part of our method involves the projection. We already discussed its im-

portance in keeping the velocity field divergence-free, a prerequisite for mass con-

servation in the fluid. Even though we defined smoke as our fluid of choice for all

our simulation experiments, we can consider smoke as an incompressible fluid. As

mentioned in Section 2.2.1, the visual effect of considering a fluid as compressible

is negligible. Plus, the conditions under which we perform our simulations also

allows us to discard the compressibility. So, for our purposes, there is no gain in

dealing with the complexities and the computational costs involved in simulating

compressible flow.

The problem is that we now have a tensor field acting on the fluid. The original
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pressure solve, if used in such a context, may soften the tensor influence provided by

the previous steps of the simulation. Furthermore, it makes sense that the pressure

also be subject to the tensor field, since we interpret it as a property of the medium.

Thus, the pressure should not be isotropic. The solution to the Poisson problem

now is a bit more complex, since a new restriction were added to the system. We

have to find a pressure p with a gradient in a specific direction who will take the

velocities and enforce incompressibility by making them divergence-free.

The Poisson equation used for solving the pressure was defined in Section 2.3.5.

We now reproduce it here:

∇2p =
1

∆t
∇ · u.

The velocity vector u is now bound to the tensors. So, we must change equation

above to also account for the effect of tensors in the pressure. So, the original

equation becomes something like the following:

∇ · (T̂∇p) =
1

∆t
∇ · u, (3.24)

where T̂ = T/|T|. The use of T̂ is due to the fact that in projection the tensor

should be normalized. Indeed, we want a pressure field capable of dissipating energy,

but the main goal is that it respects the principal directions of the tensor. Since the

projection is just a step to enforce incompressibility, it does not make sense for it to

be subject to any kind of gain or loss of momentum.

In [71], the projection is solved using the same Gauss-Seidel relaxation technique

for calculating the pressures from the divergences. Here, we can do the same thing,

using the Laplacian mask we calculated for the diffusion. Instead of using a matrix

Q with all the values of the generic quantity q for the neighbors, we will use a matrix

P for the neighboring pressures. The equation for calculating the pressure is then

defined as:

pt+1
i,j =

∇ · uti,j +
∑3

i=1

∑3
j=1Mi,jPi,j

1− pt+1
i,j

. (3.25)

As indicated before, discontinuities in the tensor field can negatively affect our

projection. The tensor already imposes a bigger restriction to the Poisson solver.

This means that pressure exchanges cannot occur in some directions, which may

lead, in certain cases, to a system that has no solution. If, besides that, we also

have null tensors in the field, we are further complicating things, since we are saying

that in some specific points in space there are no pressure exchanges at all. The

inability of correctly calculating pressures would result in a velocity field that cannot

be made divergence-free. This can cause serious problems with advection, producing

some small artifacts or even severely hampering the simulation. BRIDSON [76]

recommends that advection be always performed in a divergence-free velocity field.
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Chapter 4

Results and discussions

In this chapter we will present the results obtained with our method proposed.

The experiments here described were conceived as a proof of concept of our work.

We divided the presentation in two main sections. The first one is dedicated to

comparing our proposal to Stam’ original method. In Section 4.2, we show how

we can design tensor fields with the purpose of controlling simulations. Apart from

our smoke renderings, which were produced via the Mitsuba [77] rendering software,

all other figures use colors to indicate values of interest, such as fluid speed or

tensor anisotropy. Colors range from blue (lowest value) to red (highest value), with

intermediate values set on green.

In all our simulations, we used a no-stick boundary condition, with stationary

solid walls. Fluid is initially at rest and is put in motion by the application of some

external force. Density insertion varies through different simulations, so we will

describe it separately for each experiment. All simulations were run in a computer

with an Intel Core i7-4700MQ processor, 8GB RAM and an NVIDIA GeForce GTX

765M video card. For most cases here presented, we were able to run at interactive

times. This was more difficult for higher resolution fields, such as the 128× 128 2D

disk field and the helical field, but this can be circumvented by taking advantage

of parallelization. Also, the additional computations involving tensors do not affect

significantly the performance during the steps of the simulation. For the disk field,

for example, we obtained an average 4fps with or without the tensor advection. For

the diffusion and projection parts, since our Laplacian masks are precomputed, the

performance hit is minimum.

4.1 Fluid dynamics comparisons

The simulations produced by our method are quite different from a classic fluid sim-

ulation. The effects of our tensor-based advection become especially apparent when

compared with the standard Stable Fluids method [5]. To illustrate this, we used
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two tensor fields: one defined by 3 points and a simple vertical field composed only

of linear tensors in a tube surrounded by null tensors. Both fields are depicted here

with reduced resolution so that individual tensors are more easily distinguishable.

They are displayed in Fig. 4.1. These fields are colored based on their norm, defined

in Section 2.1.2.

(a) (b)

Figure 4.1: Two tensor fields used for comparison with ordinary fluid simulations.
They are shown here in reduced resolution to clarify their structures. Colors indicate
the tensor norm. (a) 3-point field; (b) Vertical tube field.

We separated the experiments in two parts. First, we leave the classic Stam

advection in place and apply our anisotropic diffusion, comparing it to the original

isotropic one. Then, we invert the setup: we use the tensor advection, without

altering the diffusion step, to discuss the role of the tensor field in the advection

process. In all cases, we leave the projection step untouched.

4.1.1 Diffusion and viscosity

In this subsection, we present the results of our anisotropic diffusion applied both

to mass diffusion (density) and to momentum diffusion (viscosity). First, let us

consider the vertical tube field. Figure 4.2 shows the difference between the basic

diffusion employed by STAM [5] and the anisotropic diffusion proposed in Section

3.3.

For a tensor field where all tensors are diagonal (i.e., no isotropic tensors sur-

rounding them), the directional diffusion becomes even more apparent. Figure 4.3

shows the tensor field and a selected frame of the simulation.

A similar comparison is performed for the 3-point field. This is a synthetic

bidimensional tensor field, defined by three main points q1 = (16, 16), q2 = (48, 16)

and q3 = (32, 48) in a 64 × 64 grid. For each point pij in the grid, a tensor is
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(a)

(b)

Figure 4.2: Diffusion sequence for the vertical tube in Fig. 4.1(b). Densities are
inserted at grid center. (a) Simulation using Stam’s diffusion. The smoke is diffused
isotropically, completely unaware of the tensor field influence. (b) Simulation using
the anisotropic masks for diffusion. The smoke is dispersed predominantly in the
direction of the tube. Parameters: ∆t = 0.2, S = 10.

(a) (b)

Figure 4.3: A completely diagonal tensor field and a frame of its correspondent
diffusion simulation. Simulation parameters: ∆t = 0.2, S = 10.

computed as follows:

Tij =
3∑

k=1

(qk − pij) · (qk − pij)
T

||(qk − pij)||
, (4.1)

where qk 6= pij. Tij captures the uncertainty of the direction between grid point pij

and every point qk. This uncertainty is weighed by the Euclidean distances between

the points. Figur 4.4 shows the compared results.

As explained in Section 3.3, viscosity is also affected by the tensor field, using
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(a)

(b)

Figure 4.4: Diffusion sequence with densities being constantly inserted in the grid
center. (a) Simulation using Stam’s diffusion, as in Fig. 4.2(a). (b) Simulation using
the anisotropic diffusion for the 3-point field shown in 4.1(a). The fluid gradually
assumes the shape of the central region of the field. Parameters: ∆t = 0.2, S = 10.

the same diffusion mask applied to the densities. In order to verify the effect of

tensors in the viscosity, we used the vertical tensor field with a constant force applied

perpendicularly to the field. As we can see in Figure 4.5, our method diffuses

the velocities in the direction of the tensors, while the original one just reduces

momentum isotropically. The direction followed by the velocities in the default

method is just the direction of the applied force. With anisotropic viscosity, the

tensor is also taken into account in this process.

4.1.2 Advection

Focusing now on the main part of our method, we begin by showing the advantage of

using the customized advection proposed in Section 3.2 over the possibility of using

Eq. 3.2 as a force. Figure 4.6 shows the differences between these two approaches.

Velocity vectors are displayed for each grid cell in Figs. 4.6(b), 4.6(c) and 4.6(d),

with colors mapping the amount of density in the cell. In Fig. 4.6(a), colors indicate

the degree of colinearity in a neighborhood of the tensor, measured by the lattice

index defined in Section 2.1.5. In Fig. 4.6(b), the advection acts freely, exactly as in

the Stable Fluids method. In that case, the simulation is completely unaware of the

underlying tensor field. In Figs. 4.6(c) and 4.6(d), instead, Eq. 3.2 is acting on the

fluid, constraining fluid motion to the colinear regions marked in red in Fig. 4.6(a).

The difference between the two tensor simulations is in the way tensor affects the

fluid. The left image shows a simulation where Eq. 3.2 was applied as an external

force (following the formulation in Eq. 3.3), while in the right one the advection

is being molded by the proposed differential equation. While both approaches are
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(a)

(b)

Figure 4.5: Comparison between isotropic (a) and anisotropic viscosity (b). While
isotropic viscosity just reduces momentum equally in all directions, the anisotropic
viscosity reduces it in specific directions. We show the evolution of both velocity
fields at 3 iterations (t = 5, t = 15 and t = 25). The third frame is very close to
steady state in both cases. Colors indicate the velocity norm.

.

capable of successfully controlling the fluid, affecting the advection enable a slightly

finer control. As can be seen in Fig. 4.6, the tensor force tends to oscillate a bit more,

forcing us to use very small time steps, so that the fluid can be adequately contained

in the paths. Velocities in the tensor advection, however, are more directed, allows

for larger time steps and dissipate quicker in planar regions.

Another way to illustrate the effects of our method is by showing how densities

are affected. In this case, we use the vertical tube field. Two separate simulations

were conducted. Results are provided in Figures 4.7(a) and 4.7(b). The simulation

in Fig. 4.7(a) shows the result of Stam’s classical advection, while Fig. 4.7(b) shows

our results. Fluid is inserted at the center of the grid and propelled upwards. At

a certain moment, an external force is applied perpendicularly to the fluid path,

in an attempt to change its trajectory. Notice how the fluid in Stam’s simulation

assumes a completely different direction when compelled by an external force. In

our method, after the initial disturbance ceases, the fluid returns to its original path,

responding to the tensor influence. There are some densities, though, that remain

still outside the tube’s path. As all tensors are null in those regions, advection does

not influence them. A damping function can be used to smoothly dissipate these
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(a) (b)

(c) (d)

Figure 4.6: (a) Our 32 × 32 tensor field used in the simulation; (b) Classical fluid
simulation, without using Eq. 3.2; (c) Simulation using Eq. 3.2 as an external force;
(d) Simulation using Eq. 3.2 in advection. Notice how the simulations in Figs. (c)
and (d) generate a velocity field with a shape that resembles the colinear regions of
the tensor field in (a). We can also see that this shape is much more accentuated
when Eq. 3.2 is used as an advection (d) than as an external force (c). Colors
indicate level of anisotropy in (a) and density values in (b), (c) and (d).

densities. Stam’s method used such a function for dissipating densities in every cell

in the grid, while we only apply it to null tensor regions. The damping factor −αρ
is included in Eq. 3.4 in the section that describes our proposed method.

4.2 Tensor field design for fluid control

The addition of the tensor field complements the classic formulation, where we had

basically two main variables: density and velocity. Now, we have three elements:

• the density field, with selected points for fluid injection;
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(a)

(b)

(c)

Figure 4.7: Animation sequence for the vertical tube in Fig. 4.1(b). (a) Simulation
using Stam’s advection. There is no tensor affecting the advection, thus the fluid
loses its vertical path after being propelled by a force in a different direction. (b)
Simulation using tensor advection. The method ensures that the fluid returns to
its intended path, even after being deviated by the external force. No dissipation
function was used, reason why densities accumulated outside the path after the force
was applied. (c) Simulation using tensor advection, but with dissipation instead.
The dissipation is applied everywhere outside the tube. Simulation parameters:
∆t = 0.05, S = 10, β = 1.3 (β does not influence simulation (a)).

• the velocity field, which represents fluid momentum generated by external

forces;

• and the tensor field, which limits fluid flow, i.e., it introduces new boundary

conditions.

Thus, having these elements in mind, one could think of designing tensor fields

to produce controlled fluid animations. Tensor information could be used to deter-

mine fluid injection or the external forces, with the orientational information of the

tensor used to deflect the fluid, keeping it contained to the desired paths or regions.

According to the motion pattern the user wants to apply to the fluid, different lev-

els of anisotropy may be deemed necessary. In a general manner, linear tensors

would be preferable for directed flow, while planar tensors are more useful for fluid

containment. Isotropic tensors do not restrict fluid flow, so it is a good choice for

filling regions with fluid. For example, if the user wants to simulate fluid flowing

through pipes, linear tensors in the direction of intended flow should be considered.

If, however, the user desires to create a fluidic shape by filling it with fluid, a certain
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dose of planar or isotropic tensors may be needed to adequately diffuse the fluid to

all regions of the shape. Also, we could define the boundaries of a three-dimensional

object by setting planar tensors around it to deflect the fluid along the borders,

forming a kind of wall. Naturally, most practical fields will be a combination of

these kinds of tensors in order to obtain interesting simulations.

An example is the disk-shaped tensor field, composed by the sum of the 3 fields

depicted in Figure 4.8. For visual clarity, we show these tensor fields in a smaller

resolution. The field is composed of radial linear tensors near the center and per-

pendicular linear tensors following the circumference near the border, forming a

transition section formed by planar tensors. The rationale here is that we want a

tensor field that initially propels the fluid radially from the insertion point and then

keeps it in a circling pattern, forming a disk shape. The mid region (depicted in

dark blue) allows the fluid to flow more freely, with no specific associated direction.

Further from the center, the field becomes more aligned with the disk tangent in

order to trap the fluid and reveal its external boundary.

(a) (b) (c)

(d) Final tensor field

Figure 4.8: 48× 48 tensor field (d) composed by the sum of fields (a), (b) and (c).
For tensor field (a), µ = 0, σ = 0.4, λ1 = f and λ2 = 0.1; for (b), µ = 1, σ = 0.3,
λ1 = 0.1 and λ2 = f ; for (c), µ = 0, σ = 0.1, λ1 = f and λ2 = 1 − f . As this is a
bidimensional field, λ3 was set to 0 for all of them.
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Let d be the distance between grid cell P(i, j) and grid center C(Nx/2, Ny/2),

where Nx and Ny are the grid dimensions. In order to obtain our disk, we define

tensors for all cells within some radius r from the center. All tensors outside the

disk are set to isotropic tensors with negligible norm. The distance d is defined as:

d = |C−P| =
√

(Cx − Px)2 + (Cy − Py)2.

The calculated distances are all normalized to the interval [0, 1], resulting in the

distance dn below:

dn =
|C−P|
dmax

.

Finally, dn is used in a Gaussian function to generate a factor f used as the

eigenvalues needed to create the tensors, using Eq. 2.5. By varying the standard

deviation σ, the mean µ and the eigenvalues to which we apply the Gaussian factor,

we can obtain different distributions of tensors. If we look at Fig. 4.8, we see how

changing these parameters influence the field design. In the case of Fig. 4.8(c), for

example, as λ1 = f and λ2 = 1 − f are varying inversely, the orientation of the

tensors gradually change from the center to the borders. Near the border, λ2 is

much bigger than λ1, so the second eigenvector e2, which is perpendicular to the

main eigenvector e1, will define a linear tensor oriented perpendicularly to the radial

linear tensors near the disk center.

Naturally, this is just a way of mathematically generating a tensor field. Any

other function could be used instead to produce tensors, like in the 3-points tensor

field (Fig. 4.6). The central idea behind the construction of all these fields is the

definition of eigenvalues and eigenvectors for each tensor in a way that it serves the

purposes of the simulation.

f = e
−(µ−dn)2

σ2

The velocity field for some frames of the disk simulation are displayed in Figure

4.9. For the simulation, we used a higher resolution tensor field (128× 128). Notice

the circling pattern at its borders. Fluid density is inserted at the disk center and

is propelled outwardly by the radial linear tensors at the core. Upon reaching the

external layers, the fluid starts to move along the boundaries, circling the disk, as

imposed by the tensors in that region. Figure 4.10 shows the rendered smoke for

this example. In this case, the damping function was used to gradually dissipate

densities outside the disk.

We have also designed some 3D fields to test our method. The wafer field (Fig

4.11) is composed of parallell layers of planar tensors, with their norms reducing

radially from the center. Planar tensors encourage diffusion in more than one direc-

tion, so we used them to stimulate fluid diffusion along the layer, entirely filling the
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(a) (b) (c)

(d) (e) (f)

Figure 4.9: Velocity field in six different frames of a simulation with the disk tensor
field. Color indicates densities, flowing from the center towards the borders, grad-
ually filling the region. Simulation parameters: ∆t = 0.05, β = 3.0, and α = 0.5,
S = 100.

(a) t = 50 (b) t = 200 (c) t = 300 (d) t = 450

(e) t = 550 (f) t = 650 (g) t = 800 (h) t = 1100

Figure 4.10: Rendered densities for the disk simulation. The fluid gradually fills
the region corresponding to the tensor field in Fig. 4.8(d). The fluid starts slowly,
building momentum until it reaches a ”final” state, where the shape is already
formed but the fluid continues its circling motion in a stable manner. Frame (h)
shows this state. Simulation parameters: ∆t = 0.05, β = 3.0, α = 0.5, S = 100.
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shape. Fig. 4.13 shows some frames of our simulation for the wafer field.

In Fig. 4.14 we can see the result of simulating a twister field. In this case, we

applied a constant external force at the basis of the twister, which is also the density

insertion point. The force is directed towards the top. Despite being vertically

directed, the linear tensors that form the core of the twister produce a swirling

motion, generating the expected vortex. The planar tensors at the boundaries of

the tensor field are used to better contain the fluid. We also added a spiral of linear

tensors around the twister so we could introduce some finer detail to the fluid motion

at the boundaries.

(a) (b)

Figure 4.11: 20×20×20 wafer tensor field, composed solely of planar tensors. Near
the center, the tensors have higher norm. The goal was to diffuse the fluid radially
and keep it contained in the planar layers.

Finally, we created a spherical field. It follows a similar rationale used in the

twister field. The interior of the sphere is composed of linear tensors, while the

surface is made of planar tensors. The linear tensors here also have the objective

of producing circular motion around the sphere. We applied radial forces in the

center of the sphere, propelling the fluid outwards. The tensor advection generates

velocities that encircle the sphere, forcing the fluid to assume a circular motion.

Fluid is inserted throughout the whole volume of the sphere. We can notice some

fluid moving around the surface. Figs. 4.15 and 4.16 shows, respectively, the tensor

field and some frames of its simulation.

4.3 General 3D tensor fields

A well known 3D dataset for testing DT-MRI based methods is the helix tensor

field [1]. This synthetic field represent continous trajectories and patches that are

not intended for keeping the fluid inside the helix volume. However, it is possible to

use our method to partially visualize the volume without any change or processing
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Figure 4.12: 20× 20× 20 twister field. This field consists of linear tensors oriented
so that a vortex can be formed in its core. At the boundaries, planar tensors are
used to contain the fluid and an additional set of external linear tensors is used to
generate finer motion detail around the twister.

(a) t = 5 (b) t = 15 (c) t = 25

(d) t = 35 (e) t = 45

Figure 4.13: Rendered densities for the wafer simulation. Parameters: ∆t = 0.1,
β = 1.3, α = 0.5, S = 100.

of the original field. To do this, we inserted 6 sources of density throughout the

medial axis of the volume. This was needed to form a completely connected flow

inside the helix since a long range current is not possible with only one source. The

field trajectories tend to eject the density outside the volume. Notice that a large

damping factor (α = 10.0) is needed to visualize the field. The result, however, does
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(a) t = 20 (b) t = 40 (c) t = 60

(d) t = 80 (e) t = 100 (f) t = 120

Figure 4.14: Rendered densities for the twister simulation. Parameters: ∆t = 0.2,
β = 5.0, α = 0.1, S = 100.

Figure 4.15: 20 × 20 × 20 sphere field. The interior of the sphere is composed of
linear tensors. These tensors are surrounded by a shell of planar tensors.

not show the details of the field trajectories.

The simulation result shown in Fig. 4.17 is just a selected frame where the

helix is visibly recognizable. Unfortunately, the simulation is not able to keep the

helix connected through all iterations, as we did in other experiments. The 3D

tensor fields are much more challenging and require further improvements so we can

generate volumes made of fluid.
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(a) t = 1 (b) t = 51 (c) t = 101

(d) t = 151 (e) t = 201 (f) t = 251

Figure 4.16: Rendered densities for the sphere simulation. Parameters: ∆t = 0.1,
β = 3.42, α = 0.18, S = 1.

(a) (b)

Figure 4.17: Helix tensor field visualization with direct application of our method.
Parameters ∆t = 0.05, β = 6.0 and α = 10.0. (a) 38 × 39 × 40 tensor field. (b)
iteration 651.

4.4 Known issues

As we mentioned in the previous section, the results of our method for 3D fields

still needs improvements. Additional control mechanisms may be required in order

to acquire the level of control seen in the 2D simulations, since in 3D we have a

higher number of degrees of freedom. When simulating fluid for the sphere field, for

example, fluid can be seen circling the sphere’s surface in thin sheets, but it fails to

enclose the sphere as a whole unless we provide enough points of density insertion.
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By carefully adjusting simulation parameters, we can obtain results such as those

demonstrated in Fig. 4.16, but in most cases we end up with a deformed sphere.

Further investigation must also be done regarding the application of the cus-

tomized projection. Our proposed projection is mathematically consistent, but, in

this thesis, we did not analyze what are the conditions the tensor field has to abide

to in order for the projection to work in any situation. For example, discontinuities

in the field may lead to problems, such as small localized instabilities, which may

be aggravated depending on the simulation parametrization.
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Chapter 5

Conclusions

This thesis investigated the relationship between symmetric positive-definite ten-

sors and fluids, and how to couple these two elements to produce controlled fluid

simulations. We presented a mathematical model for simulating fluid flow based on

tensor fields, by proposing a set of partial differential equations that adapt the classic

Navier-Stokes equations. This resulted in the development of a customized version

of the Stable Fluids [5] method, where tensors dictate fluid behavior in every step of

the simulation. We provided the means for changing both advection and diffusion,

treating tensors as a property of the medium, in order to gain better control over

the fluid. We discussed two working forms of altering advection and pondered on

their advantages and disadvantages. For the diffusion, we showed how to construct

Laplacian masks for implementing anisotropic diffusion, an open problem still under

intense research in the physics community. Naturally, due to the intricacies inherent

to the Navier-Stokes equations, controlling the fluid proves to be challenging, since

the advection process imposes some dynamics of its own. So, any modifications to

the equations must be done with care to not lose physical plausibility. The goal here

was to obtain control without losing the fluid-like effect. Finding this balance is not

an easy task.

As shown in the previous section, results demonstrate that it is possible to use

tensors to direct fluids through intended paths. By carefully designing our tensor

fields, we can produce interesting animation sequences or model fluidic shapes, like

in the disk example. As the method produces well-defined flow paths influenced

by the tensor field, this kind of simulation is also potentially useful in the scope of

tensor field visualization, where highlighting colinear paths is usually the focus of

interest. Tensor fields used in these cases, however, tend to be extremely noisy. Some

preprocessing would probably be necessary in order to obtain satisfactory results.

How to control fluids with tensors in a noisy environment still require investigation,

and will be addressed in the future.

We also showed the results of our anisotropic diffusion method. The fluid clearly
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diffuses accordingly, considering the underlying tensor field. As discussed in Sec-

tion 3.3, we opted for using the finite difference operators supplied by GÜNTER

et al. [29] and derived Laplacian masks from it. We used a simple averaging scheme

between the asymmetric and symmetric operators. This worked well in all our ex-

periments (including 3D), but it would be interesting to devise or test other forms of

combination and also more complete discrete Laplacian estimators. We mentioned

the problems involving both the symmetric and the asymmetric scheme. The aver-

aging reduces the issues of both, but does not fully eliminate them. So, we intend

to explore alternatives to our current diffusion setting. This is extremely relevant,

since we conjecture that diffusion may be paramount to ensure that densities fill

regions of the volume that are not reached by the advection alone.

The projection is another topic of concern of this thesis. We provided a formu-

lation to also adapt the original one, since we believe that the standard projection

may hamper the tensor effect on the tensor-transformed velocity field. However, in

Section 4.4, we mentioned we still have to investigate the necessary characteristics

of the tensor field so that it does not harm the projection. This problem shall be

addressed shortly, since the new projection may also contribute to better control the

fluid.

Although our method can produce interesting results in 2D simulations, we saw

that it still needs improvements in 3D. For now, it excessively relies on parameter

configuration to obtain acceptable results. Although every fluid simulation is an-

chored on a proper choice of parameters, in the 2D case we are able to produce

good results with a larger array of parameter combinations. We wish to explore

ways of reducing the excessive dependence on parameter configuration for the 3D

simulations, enabling our method to work in less controlled scenarios.

Another interesting topic of discussion is the design of tensor fields. Our method

cannot produce interesting animations if the tensor field is not adequately con-

structed. An interesting line of work is to investigate the best ways to construct

these tensor fields. A well-thought tensor field may help the proposed method on

obtaining good simulations.

Finally, it would be interesting to apply our method to different contexts in the

future. Porous flow simulations are a possibility, considering the permeability tensor

is exactly of the same form as the tensors we used in this work. Also, as already dis-

cussed throughout the text, the presented method may be very useful for enhancing

DT-MRI tensor field visualizations. The poor resolution and information cluttering

of these tensor fields often lead medical practitioners to resort to visualization tech-

niques to better understand the data. However, these are also the reasons why it is

difficult to provide good visualizations. We hope an adapted version of our method

can also contribute to this scenario.
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Appendix A

Anisotropic diffusion masks

The purpose of this appendix is to present the calculations performed to obtain

the Laplacian mask used in the anisotropic diffusion method proposed in Section

3.3. These masks were based on the differential operators introduced by GÜNTER

et al. [29]. We will divide this appendix in three sections. The first two sections

present the equations for computing the operators, and the last section is dedicated

to constructing the masks.

A.1 Asymmetric scheme

To present the calculation for the asymmetric scheme from [29], let us show again

the schematics depicted in Figure A.1.

Figure A.1: Asymmetric finite difference scheme. Source: [3]

As defined in the original reference, we first calculate the following set of equa-
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tions:

∇qi+ 1
2
,j =

(
qi+1,j − qi,j

∆x
,
qi+1,j+1 + qi,j+1 − qi,j−1 − qi+1,j−1

4∆y

)
∇qi,j+ 1

2
=

(
qi+1,j+1 + qi+1,j − qi−1,j+1 − qi−1,j

4∆x
,
qi,j+1 − qi,j

∆y

)
∇qi− 1

2
,j =

(
qi,j − qi−1,j

∆x
,
qi−1,j+1 + qi,j+1 − qi,j−1 − qi−1,j−1

4∆y

)
∇qi,j− 1

2
=

(
qi+1,j + qi+1,j−1 − qi−1,j − qi−1,j−1

4∆x
,
qi,j − qi,j−1

∆y

)
Next, we transform the gradients by the tensor:

qi+ 1
2
,j = −Ti+ 1

2
,j · (∇qi+ 1

2
,j)

T

qi,j+ 1
2

= −Ti,j+ 1
2
· (∇qi,j+ 1

2
)T

qi− 1
2
,j = −Ti− 1

2
,j · (∇qi− 1

2
,j)

T

qi,j− 1
2

= −Ti,j− 1
2
· (∇qi,j− 1

2
)T

Finally, we calculate the divergence of the vector q, which is exactly the

anisotropic diffusion equation ∇ · (T∇q).

∇ · q =
(q1)i+ 1

2
,j − (q1)i− 1

2
,j

∆x
+

(q2)i,j+ 1
2
− (q2)i,j− 1

2

∆y
(A.1)

A.2 Symmetric scheme

The symmetric scheme follow a similar sequence of steps for its calculation. Figure

A.2 shows once again the idea of this operator.

Figure A.2: Symmetric finite difference scheme. Source: [3]

The first step is calculating the gradients for scalar value q. The symmetric

80



scheme, however, calculates them at the diagonal neighbors of the center cell.

∇qi+ 1
2
,j+ 1

2
=

(
qi+1,j+1 + qi+1,j − qi,j+1 − qi,j

2∆x
,
qi+1,j+1 + qi,j+1 − qi+1,j − qi,j

2∆y

)
∇qi+ 1

2
,j− 1

2
=

(
qi+1,j−1 + qi+1,j − qi,j−1 − qi,j

2∆x
,
qi,j + qi+1,j − qi,j−1 − qi+1,j−1

2∆y

)
∇qi− 1

2
,j+ 1

2
=

(
qi,j+1 + qi,j − qi−1,j+1 − qi−1,j

2∆x
,
qi−1,j+1 + qi,j+1 − qi−1,j − qi,j

2∆y

)
∇qi− 1

2
,j− 1

2
=

(
qi,j + qi,j−1 − qi−1,j − qi−1,j−1

2∆x
,
qi,j + qi−1,j − qi,j−1 − qi−1,j−1

2∆y

)
Applying the tensor to the gradients, we obtain:
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And we finish it by computing the divergence of q:

∇ · q =
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(A.2)

A.3 Diffusion masks

In order to obtain the anisotropic masks to insert in the Gauss-Seidel relaxation

performed during the diffusion step, we use the calculations presented in the previous

sections and construct a matrix representing the mask. The symmetric mask S(T)

is defined as:

S(T) =

 sym(Q1,T) sym(Q2,T) sym(Q3,T)

sym(Q4,T) sym(Q5,T) sym(Q6,T)

sym(Q7,T) sym(Q8,T) sym(Q9,T)

 , (A.3)

where sym(Qk,T) is a function that calculates the symmetric operator for tensor T

and the scalar matrix Qk, with k = 1..9, which is a 3× 3 matrix with elements qi,j,

i = 1..3, j = 1..3 and:

qi,j =

1, if 3(i− 1) + j = k

0, otherwise.
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The asymmetric mask is computed in the same way, but using the asymmetric

function asym(Qk,T) instead:

A(T) =

 asym(Q1,T) asym(Q2,T) asym(Q3,T)

asym(Q4,T) asym(Q5,T) asym(Q6,T)

asym(Q7,T) asym(Q8,T) asym(Q9,T)

 . (A.4)
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